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PREFACE

We are very pleased to hold the International Conference on Civil and Building
Engineering Informatics (ICCBEI 2019) in Sendai City, Miyagi Prefecture, Japan. The
organizer of ICCBEI, Asian Group for Civil and Building Informatics (AGCEI), was
developmentally organized from the series of Asian Construction Information Technology
Roundtable Meeting sponsored by Japan Society of Civil Engineers (JSCE) and Japan
Construction Information Center (JACIC). AGCEI is the sister organization of the International
Society for Computing on Civil and Building Engineering (ISCCBE), which holds the
International Conference on Computing in Civil and Building Engineering (ICCCBE) in the
even number years. AGCEI decided to hold the international conference in the Asian and
Pacific region in the odd number year and held the conference in Tokyo in 2013, then Tokyo
in 2015, and Taipei in 2017. ICCBEI 2019 is the fourth conference, which is the first conference
outside of Tokyo in Japan.

In a decade, information and communication technologies (ICT) have advanced
continuously and more rapidly. Various new technologies such as 3D scanning using drones,
computer vision, loT sensors and actuators, robot and machinery control, and so on have been
developed and applied to civil and building engineering. Also, artificial intelligence (Al) has
been able to analyze big data generated by accumulating a large amount of information and
replace human knowledge and cognition. Furthermore, the information or data-centric concept
has evolved, and the information and data are becoming a core in linking for Cyber-Physical
Systems. In every phase in the lifecycles of building and infrastructure, building information
modeling(BIM) is becoming increasingly important as the core for storing information. In this
trend, “informatics” in the title of the conference is becoming a key academic area in civil and
building engineering, and we should make further progress.

In response to our Call for Papers, 78 abstracts were submitted, and our international
scientific committee has finally accepted 62 full papers after rigorous reviews. These accepted
papers have included in the proceedings with three abstracts of keynote lectures. The papers
can be categorized into nine academic categories without industrial/ technical category:
Building and Construction Information Modeling, Al and Data Analysis, Image Processing and
Computer Vision, Visualization and XR(VR/AR/MR), loT/Sensors and Monitoring, Laser and
Image  Scanning, Facility @ and  Infrastructure = Management, = Computational
Mechanics/Engineering, and Information and Process Management. As these categories show,
the papers target innovative topics in civil and building informatics. We hope that ICCBEI 2019
and the publication of the proceeding will contribute to the development and dissemination of
Civil and Building Engineering long into the future.

Furthermore, the Sendai area where ICCBEI 2019 will be held was affected by the
disaster of the large earthquake in 2011. Especially, the coastal area was heavily hit by Tsunami,
and some cities were flown out. Many reconstruction projects in the coastal area are underway,
and many applications of ICT are tried. We hope that our discussions at this conference will be
useful for the reconstruction of disaster areas.
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KEYNOTE LECTURE-1

Information and Communication Technologies (ICT)
in Civil And Building Engineering

Prof. Kincho H. Law

Professor, Civil and Environmental Engineering, Stanford University, USA. Email: law@stanford.edu

Abstract: Civil and Building Engineering has had a long and successful history in adopting computing
technologies, from computer graphics, CAD, engineering analyses, virtual simulations, to project management.
As technologies continue to advance, there are many new opportunities that can take advantage of information
science and computing technologies in engineering. Technologies such as building information modeling, virtual
reality, computer vision, sensors, Internet and cloud computing, etc., are now being deployed in civil and
construction engineering. This presentation will provide an overview of current trends of computing technologies
in the AEC domain. Specifically, the discussions will focus on technologies related to building information
modeling and enterprise integration, and the applications of Internet of Things (IoT) and machine learning in the
civil and building industry.
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Profile of Prof. Kincho H. Law

Dr. Kincho H. Law is Professor of Civil and Environmental Engineering at Stanford University. He received his
B.Sc. in Civil Engineering and B.A. in Mathematics from the University of Hawaii in 1976, and M.S. and Ph.D.
in Civil Engineering from Carnegie Mellon University in 1979 and 1981, respectively. After serving as Assistant
Professor at Rensselaer Polytechnic Institute from 1982 to 1988, he joined Stanford University in 1988. Prof.
Law’s research interests focus on computational and information science in engineering. His research has dealt
with various aspects of high performance computing; sensing, monitoring and control of engineering systems;
legal and engineering informatics; smart manufacturing; web services, cloud and Internet computing.

Prof. Law was the recipient of the ASCE Computing in Civil Engineering Award in 2011. He has received a
number of best paper awards from ASCE, ASME, IEEE and Digital Government Society; these include Best Paper
(on Data Analytics for Advanced Manufacturing) at IEEE Big Data Conference in 2016, Best Paper at the ASME
Manufacturing Science and Engineering Conference in 2015, Best Paper in the ASCE Journal of Computing in
Civil Engineering in 2014, Best Research Paper (on Resilience and Smart Structures) at the International
Workshop on Computing in Civil Engineering in 2013, Best Research and Practice Paper at 6th International
Conference on Electronic Governance in 2012, Meritorious Paper at the 4th International Conference on Electronic
Governance in 2010, Best Research Paper at the 9th International Conference on Digital Government Research in
2008, and others. Prof. Law was elected Distinguished Member of the American Society of Civil Engineers in
2017, Fellow of the American Society of Mechanical Engineers in 2017, Life Member of the American Society of
Civil Engineers in 2018, and Senior Member of the Institute of Electrical and Electronics Engineers in 2019.
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KEYNOTE LECTURE-2

Digitalization in AEC— German perspectives from strategy to implementation

Prof. Katharina Klemt-Albert

Professor for Construction Management und Digital Engineering, Leibniz Universitdt Hannover, Germany. Email:
klemt-albert@icom.uni-hannover.de

Abstract: Germany has recognized the potential of the BIM method and is proceeding to develop necessary
guidelines and framework conditions at national level as well as implementation acts. This process is driven by
the Federal Ministry of Transport and Digital Infrastructure (BMVI) and the Federal Ministry of the Interior,
Building and Home Affairs (BMI). In 2015, BMVI published the phased plan Digital Planning and Building as a
strategy for the introduction of BIM for federal traffic infrastructure. The plan describes the step-wise path to the
gradual introduction of BIM in the area of responsibility of the BMVI. Selected transport infrastructure projects
of the road, rail and waterways are currently carried out as pilot projects. Federal institutions are pursuing an open
exchange of data (OpenBIM). An examination of the application of BIM in building construction projects of the
Federal Government with an estimated investment volume of EUR 5 million or higher is demanded by BMI.
Starting in 2020, both ministries will run the national BIM competence center in order to coordinate the BIM
implementation as well as to act as a service hub of BIM-related knowledge and technology transfer.

In addition, guidelines and instructions for applying the BIM methodology are developed and issued by major
German private and public companies. They include BIM execution plans (BEP) and employer’s information
requirements (EIR) as well as legal designs (contract) and tender procedures. Noteworthy here is, for example,
Deutsche Bahn as a major public contractor in the infrastructure sector, which has developed specifications for the
application of the BIM method for railway projects. The federal project company in the field of road infrastructure,
DEGES, has published guidelines and templates for road construction. Other private companies have proceeded
in a similar manner. These guidelines include specifications for framework conditions, such as processes, roles
and project standards, as well as BIM use cases, such as specifications for collaboration and information
requirements (including platform concepts and integrated communication tools). Specific and crucial roles both
on employer’s and contractor’s side (e.g. BIM manager and BIM coordinator) are defined to guarantee satisfying
project execution due to BIM use.

All sectors require a solid, consistent and state-of-the-art training and education of engineers and specialists. This
is executed both in the public and the private sector. Legal entities both on national and state level can and must
be partner of (regional) economies in order to support especially SMEs in the change process. The Institute of
Construction Management and Digital Engineering (ICoM) is a leading German educator not only on the
university level, but also transferring knowledge to working professionals from beginner to expert levels via use
of new methodical approaches as well as their digital laboratories (X-Lab). Innovative methods of education (e.g.
blended learning and virtual reality) find their way into the educational programs. Post-educational, certified
courses for professionals and specialists round off academic qualification.
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Profile of Prof. Katharina Klemt-Albert

Prof. Dr.-Ing. Katharina Klemt-Albert leads the Institute for Construction Management and Digital Engineering
at Leibniz University Hanover since 2016. Her focus in research and teaching is on digital transformation and
digitalization of the building and construction industry. She started her academic career studying civil
engineering at Ruhr University Bochum. In 2001 she received her doctorate with distinction from Technical
University of Darmstadt in cooperation with Northwestern University/USA. Professor Klemt-Albert is an
experienced leader and manager of mega projects in Germany and worldwide. For 14 years, she held positions of
high responsibility at Deutsche Bahn AG, most recently as Member of the Board of an international engineering
company with 1,500 employees. Her personal interest has always been the development and implementation of
technical innovations. Her work focuses on the integration of science and practice. Major research topics at her
institute are GreenBIM, Digital Methodologies in AEC, Digital Construction and Major Projects. Professor
Klemt-Albert is honored as one of Germany‘s Top 25 most influential women in engineering. She won the prize
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Creation, Integration and Management of BIM Information

Dr. Jack C. P. Cheng
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Abstract: Building information modeling (BIM) technology is increasingly used in various architecture,
engineering, construction and operations applications. BIM is even compulsory for public projects in some
countries and regions like UK and Hong Kong. This leads to the opportunities yet challenges to the availability,
representation, use and management of building information models. In this presentation, the generation and
representation of building information models will be discussed firstly. In specific, model requirement definition
and advanced approaches based on machine learning and Al to automatically generate building information models
from point cloud data will be presented. Secondly, examples and lesson learnt of integrating BIM information with
other technologies such as GIS, Internet of Things and robotics will be presented. Thirdly, this presentation will
discuss the storage, sharing and management of building information models and associated information in a multi-
user, collaborative environment. Potential opportunities and challenges of relevant technologies and infrastructures
such as blockchain and common data environment will be discussed.
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Abstract:

This research developed a term dictionary in the construction area for increasing segmentation quality of
auto-correcting the data in the public construction cost estimate system (PCCES) data. According to the
administrative rules in Taiwan, all the information, such as bidding price, construction time, construction
material, etc., of infrastructure projects need to be recorded into the PCCES. The database with enormous
amounts of historical data allows the government to have statistical analysis and learn from the historical
experience. However, in the database, most of the data is stored as non-structural formats, mainly texts, which
makes analyzing those data a tedious and time-consuming work. Therefore, this research aims to structuralize
the non-structural data in the PCCES database through natural language process (NLP) methods. We construct a
dictionary to eliminate inconsistency of terms and common names automatically. This dictionary contains the
terms and common names used in the field of civil engineering in Taiwan to facilitate the use of NLP parsing
and classification to correct erroneous data.

Keywords: natural language processing (NLP), public construction cost estimate system (PCCES), Chinese
segmentation

1.

INTRODUCTION

According to the regulations of government contracts in Taiwan since 2002, all government public
constructions require to use PCCES to record names, materials, human resource, quantity, machine type,
model number, specifications and price (Archnowledge Inc., 2016; Public Construction Commission,
Executive Yuan, 2016; Public Construction Commission, Executive Yuan, 2017). PCCES assists government
agencies and manufacturers in several works, such as preparing project budget, estimating pricing, changing
design, and comparing funds. PCCES may improve those things mentioned above, standardize the budget,
increase the credibility of funds, avoid re-establishment of systems by government agencies, import the
performance of government agencies, etc. At the same time, it stores a lot of public constructions
information.

Despite its good intention, the PCCES database stores a lot of wrong or non-structure data due to
several causes, including manual typing error, lack of knowledge of the system, existed error, simultaneous
maintenance of the same project by multiple users, having different definitions of the same work item, having
two or more different names referring to the same material, etc. For example, the data should be
"(0331026005);25k £, FE#, 140kgf/cm2"(Concrete, Premix, 140kgf/cm2) but in real data it may with the
wrong unit like  "(0331026005)iE%k 1, FE#E, 140kgf/cm" or it is a non-structure data like
"(0331026005)140%5 — B FE#F R 5 £ "(140premix Portland cement type 1).

In the past, tasks, such as correcting data, statistics, comparing and auditing data, were done
manually. For example, in correcting data, humans could read and understand what the meaning of the name
of the work item and compare with the work item code to make sure if it was correct. However, the manual
work cost an enormous amount of time, and the quality was unstable.

To solve such problems, we need an automated correction toolkit. The development of information
technology (IT) and the improvement of computation in the present have changed how people handle the
data. Nowadays, we develop a more automatic process on computers to replace manual works. In the field of
IT, natural language processing (NLP) enables computers to process human languages. NLP is already
applied in the engineering field (Ryan, 1993; Bai et al., 2012), making NLP a feasible solution to the
problems of PCCES. In this research, we adopted NLP and developed a dictionary which included all the
terms and common names to avoid wrong segmentation. This dictionary automatically corrects the wrong
data in the PCCES system database.
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2. LITERATURE REVIEW
Natural Language Processing (NLP)

Natural language processing (NLP) is a subfield of computer science, information engineering, and
artificial intelligence concerned with the interactions between computers and human (natural) languages, in
particular how to program computers to process and analyze large amounts of natural language data. Challenges
in natural language processing frequently involve speech recognition, natural language understanding, and
natural language generation. It is widely used in our daily life, such as Siri and Google assistant. Siri and Google
convert human speech to text and understand the meaning. Data mining from literature text, Siri and Google will
provide us useful data within a few seconds. It helps us get rid of heavy dirty works on text. Those scenarios are
pretty close to our life. But until now, we don't have universal NLP tools to solve all the problems that require
NLP technology. Every problem requires a customized solution to solve it.

If we want to use NLP to solve problems the first thing is to cut sentences to words and then store the
categories and information of the words in a dictionary. The computer can then use an algorithm to compute
those data to understand the meaning (Goldberg and Levy, 2014; Rong, 2016).

Segmentation

Cutting sentences to words is relatively simple in English because the word boundaries are explicit;
English uses spaces to separate words. With this, we can cut words very easily. We can map words between the
article to know the meaning in the dictionary. Also, English words themselves contain their origins such as
roots, prefixes, and suffixes. Such characteristics enhance the possibility to guess the meaning when
encountering terms which do not exist in the dictionary.

By contrast, in Chinese, this task remains unsolved. First, Chinese characters are derived from
hieroglyphics, and the characteristics are all in the strokes. Second and most importantly, there is no separation
between two Chinese words. For that reason, when we apply NLP in Chinese, we have to cut the sentences first.
If we want to cut the sentence, we need to know which combination of characters is a word. Even though we
have a dictionary, wrong segmentation always happens. For example, a statement such as "if students get good
grades, they will be happy" (M1RZZFAkiE, 24 &R after segmentation could become, "if, students,
get good grades, they will be, happy" (BN, 24, 3, 1FE#E 248, FD). "Student” and "student
union" are different. In the civil construction area, wrong segmentation also happens because some materials
have different names. Those different names all refer to the same material. It makes it more challenging to teach
the computer to understand even more difficult (Le and Jeong, 2017; Noy, 2004).

Segmenter

When dealing with natural languages, a segmenter can help obtain a good quality of segmentation.
Segmenters cut input sentences using dictionaries and algorithms and return the result of word segmentation as
the output. In this research, we survey three common Chinese segmenters: CKIP, CoreNLP, and Jieba. The
comparison is shown in Table 1.

CKIP is a segmenter developed by the Academia Sinica, Taiwan (Ma and Chen, 2003). CoreNLP is
developed by Stanford University, supporting six languages including (Modern Standard) Arabic, (Mainland)
Chinese, French, German, and Spanish (Manning et al., 2014). Jieba is a popular open-source project in Python
published on GitHub, allowing users to use it to resolve NLP problems; it only supports Chinese (Sun, 2012).
We believe that CKIP may be closer to Taiwanese terms among other segmenters. On the other hand, Jieba
supports customized dictionary to expand its vocabulary.

Table 1. Comparison chart of the segmenters

CKIP CoreNLP Jieba
Inventor Chinese knowledge and ~ The Stanford Natural Sun Junyi
information processing, Language Processing
Academia Sinica, the Group
Nation Academy of
Taiwan
License Customized License GPL v2+ MIT License
Supported Languages Traditional Chinese Arabic, Simplified Simplified Chinese,
Chinese, French, Traditional Chinese
German, and Spanish
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3. OBJECTIVE

This research aims to develop a dictionary for increasing segmentation quality of auto-correcting
PCCES system data. The performance of recent segmenters is not good enough for developing auto-correcting
toolkits. In this research, we not only developed a dictionary which includes all the terms and common names to
avoid wrong segmentation but also improved the performance of segmenter. We expect this new segmenter to
increase the quality of auto-correcting PCCES system data. The developed dictionary should eliminate the
inconsistency of terms and common names in PCCES data.

4. METHODOLOGY

In this research, we proposed a process of making the dictionary. The dictionary covers terms and
common names in the civil engineering area. The process is composed of six steps: dictionary initialization, data
collection, preprocessing, segmentation, quality checking, and dictionary updating (Figure 1).

First of all, we made an initial version of the dictionary with a suggested term list in the instruction
manuals of PCCES. Secondly, we obtained real project data from actual practitioners who used the PCCES
system at work and preprocessed the real data. Then, we used the dictionary to segment the real data. After that,
we checked the segmentation quality with specialists. The specialists manually fixed wrong segmentation and
add the new extracted terms into the dictionary. This process repeats until specialists accept the segmentation
quality, then we have a final version of the dictionary.

PCCES
Iﬁw «—Manual defing

Data Preprocess preprocessed  Mandarin word Word Specialists word2vec Result
Module data segmenter segmentation

Raw Data
Documents

'y —

Figure 1. System process

Dictionary Initialization

The PCCES system has several instruction manuals on its website. We went to the PCCES system
website to download all the documents about materials, these documents include hundreds of suggested terms.
We extracted terms without symbols, units and numerical from these documents and sort by the length of these
words in descending order.
Data Collection

We collected real data from actual practitioners who use the PCCES system at work. These real data are
closer to daily use than the example provided by the Public Construction Commission (PCC), Executive Yuan,
Taiwan. That is why we do are not only use the example provided by PCC because the example does not have
common names. Also, terms and common names are the key points of segmentation quality.
Preprocessing

In data preprocessing, we removed and replaced words and symbols because they may lead to wrong
segmentation. Many symbols in Chinese are entirely different from English, such as “~” ¢, >, <, > ¢« (> etc.
We also replace unit symbols to the real letter or number, such as “m”” to “m2” and “kg”(square kg) to “kg”.
Besides, we removed unnecessary prepositions such as “&” (and), “&” (included). In the real data, there are
many symbols which we have to remove or replace because it would cause wrong segmentation when we
segment real data (Figure 2).
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Common
fullwidth
punctuation
in Mandarin

Common
preposition
in Mandarin

Raw data Commin

mathematics
symbol

Replace
common
fullwidth
punctuation to
halfwidth
punctuation

Replace
common

Ignore
common

Data
preprocessing
end

Data
preprocessing
start

Change all
English to
upper case

Read raw data mathematics

Mandarm

symbol to 5
N preposition

normal words

eg
ot — CM2
M2 —M2

eg:
"and" and "indlude"

Figure 2. Data reprocessing

Segmentation

We surveyed some segmenters and chose one to segment the real data with the dictionary. The rule of
the dictionary is to retain the words as close to its original meaning as possible. It sometimes needs to be
segmented from the longest form of words. The first word that appears in the dictionary would be used first,
which is why we sort words by the length in descending order at 4.1.
Quality Checking

After we segmented real data, we check the segmentation quality manually with specialists. The
specialists will confirm each term and common name if the term and common name are complete or not in the
real data segmentation results. We will finish this process if the quality is acceptable to the specialists.
Dictionary Updating

After quality checking, if the quality is not acceptable to the specialists, they will manually fix wrong
segmentation and add the new extracted terms into the dictionary. For example, the wrong segment, ““//7 &7 #ffl %>
(deformed bar) becomes “#T&fi, &5 (bamboo joint, rebar). The specialists will pick up these two terms “#T&f,
#/5” and combine them back into “fTEi#f##H” and add it into the dictionary. Then, we use the updated
dictionary to segment the real data again.

5. IMPLEMENTATION
Dictionary Initialization

The PCCES system provided several instruction manuals on its website. We visited the PCCES system
website to downloaded all the documents about materials and pick up all the suggested terms from these files.
The example is shown in Table 2. Because the first word appears would be used first in Jieba dictionary, we
want to use words as close to their original meanings as possible and sort terms by the length in descending
order. The example is shown in Table 3.

Table 2. Margins of the manuscript

Document. 1 Document.2
fREEH Set Retarder FE1EKIE Type 1 Portland
cement
K EE AR Water-reducing SE4TKIE Type 4 Portland
retarder cement
S RERK AR B High-performance iR EIATIKIE Type 1A Portland
water-reducing cement
retarder
= 4 RER K High-performance BIKiE White cement
water reducer
Table 3. Margins of the manuscript
Original dictionary Terms in English
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= R K AR R A High-performance water-reducing
retarder
R E 1ATKIE Type 1A Portland cement
= T BB K High-performance water reducer
KR BRI Water-reducing retarder
FE1EKIE Type 1 Portland cement
F4EKiE Type 4 Portland cement
g Set Retarder
HIKiE White cement

Data Collection

To collect more terms and common names, we collected real data provided by actual practitioners who
work on PCCES. We collected 5847 real data include 417 work items, 5369 materials, 16 machines, 3 human
resources, and 40 others. We found a lot of terms not in suggested terms list, for example, “E B4 (Stone from
Yilan). These terms and common names are the key points of segmentation quality.
Preprocessing

Although the Public Construction Commission (PCC) provided the instruction manuals, it is not easy to
follow in practice. There are a lot of Chinese symbols, unit symbols and Roman numbers, such as ", ", "m", "
kg", and "II " in the real data. In data preprocessing, we first replaced all ", "to ", ", unit symbols and Roman
numbers symbols with letters like "m", "kg" and "II", then removed Chinese symbols like ", " We also
replaced unnecessary prepositions such as "&" (and), "&" (included) to ", " because we only want terms and
common names. The example is shown in Table 4.

Table 4. Margins of the manuscript

Before Replace After
BE M EZERE0.3kg/m m—m?2 BEMKEZERE0.3kg/m2
B, WERERL T kg—kg, cm—cm Em EBRERLT AR,
¥, 280kgf/cm2 280kgf/cm2
EATE O kTR o —Temove L AL
B TERERIMBE I-2 EmERRRIMHE,
, 280kgf/cm2, ZF O EKiE 280kgf/cm?2, 528 K ifE
B EHERLIMBE -, EmERRRIMHE,
, 210kgflcm2, THRE 210kgf/cm2, T3 B (Bl
(BEHFGRE) HER)
Efm, M, B8R — ERARBEA

Segmentation

There are four reasons why we chose Jieba. First, the reason for developing Jieba is to solve the Chinese
word segmentation problem in the beginning. Second, Jieba supports Traditional Chinese. Third, Jieba supports
customized dictionaries. Last and the most important is that Jieba is an open-source project that we can
customize the features we want. The details are shown in Table 5. We used Jieba with the dictionary to segment
the real data. We used this segmenter to segment Table 4, and the expected result to look like Table 6. After the
segmentation, we invited two specialists who both work in the civil engineering area; one of them has been
working for four years, and the other has been working for 14 years. We provide the segmentation result to the
specialists to check the quality.
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Table 5. Margins of the manuscript

Term Method
English Mandarin CKIP CoreNLP Jieba Jieba
+Dictionary
Deformed rrEnsAs | TTER, MRS OTEN SMAR PTEA MR ATEREEAS
bar
Stone from HlA HHEA HHElA HHl, A HEWMA
Yilan
Spiral WRHE A AT RHE A AT R, A IREESAE R4 AR AT
column
Effective BRRE | AR RE AR RE AR RE BAURE
depth
Table 6. Margins of the manuscript
Before After

BBEMKEZERE0.3kg/m2

EREERERL A
280kgf/cm?2

R SRR

EREHREEIMEE,
280kgf/cm2, 2R K iE

BB RELIMEE,
210kgf/cm2, Ti#h 32 & (, B+ 51 ER)

EmffEaa

BBEMEREZERE, 0.3kg/m2

Em, HERARRL, Al
280kgf/em?2

RLFE, MR

EL ERERIHMHE,
280kgf/cm2, BE2FIKifE

&, ERERIMNE,
210kgf/em2, TR E, B4 ER

Ef, A, 188,58

Quality Checking

After we used Jieba with the dictionary to segmented real data, we showed the segmentation results to

the specialists to check the quality. This process stops when the quality is acceptable to the specialists. If there is
any wrong segmentation such as the example shown in Table 6 where “#8H, B> should be “#BHEAR*, the
specialists then add “4BHEH*“ to the dictionary. We segmented the real data again using Jieba with the updated
dictionary. The result of the updated dictionary is shown in Table 7.

Table 7. Margins of the manuscript

Before

After

Efm, #8808, B
(product, pellet, white, rock)

Em AL BaE
(product, pellet, white rock)

6. VALIDATION

To evaluate the quality of the developed dictionary, we compared the results before and after using the
dictionary to cut sentences by applying word2vec (Goldberg and Levy, 2014; Rong, 2016) to calculate and find
the top 10 items that are the closest to cement and concrete. Also, we used a data visualization tool to illustrate
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the result of word2vec to show the distribution of words. The validation results are shown in Table 8 and Figure
3. After applying the developed dictionary, the distance between cement and concrete in the vector space has
increased from about 0.9989 to 0.995; the density of distribution has significantly improved.

7. RESULT AND DISCUSSION

The distance between cement and concrete becomes farther after applying the developed dictionary.
This result is counter-intuitive because they are often used interchangeably in common situations, and cement is
an ingredient of concrete. However, it may be proof that the correctness of the word segmenter that has been
improved. More words that only have a relationship with one of them appear, which makes the distance farther.
Also, the distance only increased by 0.389%, which means that they are still very close relatives.

On the other hand, after using the dictionary, the quality of the word segmentation is significantly
improved, shown in Table 8. and Figure 3., The distribution of words is also denser in the word2vec vector
space, shown in Table 9. and Figure 3.

Table 8. distance between cement and concrete

Without a dictionary With a dictionary

0.9989132343 0.9950177034

It

Figure 3. Words distribution in the word2vec vector space before and after. The left figure shows the
distribution before applying the developed dictionary; the right figure shows the distribution after applying the
dictionary.

Table 9. Margins of the manuscript

Without a dictionary
JKifE (cement) iB#ET (concrete)
CM2 (square centimeter) 0.999641 Bl (medicament) 0.9996675
X E (delivery) 0.999611 JEE (pouring) 0.9996522
Tih
(construction site) 0.999581 {E 2 (chemistry) 0.9996463
% (prefix before a number) 0.999526 . (fullwidth comma) 0.999641
# (type) 0.999493 [Bl3E (backfill) 0.9996373
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140K GF (140 kilogram-force) 0.99949 ) (fullwidth left parenthesis) 0.9996329
Z (cost) 0.999488 4 (machine mixing) 0.9996316
280KGF (280 kilogram-force) 0.999462 10CM (10 centimeter) 0.9996298
350KGF (350 kilogram-force) 0.999397 & (and) 0.9996291
80K GF (80 kilogram-force) 0.99939 I (controllability) 0.9996286
With a dictionary
JKiE (cement) ;B %% T (concrete)
MFE (material fee) 0.9971849 E M (product) 0.9972743
T #h (construction site) 0.9971505 CM3 (cubic centimeters) 0.9972516
KG (kilogram) 0.9970934 JKiE (cement) 0.9971778
E & (product) 0.9970929 JK & (in the water) 0.997173
280 0.9970812 R E (delivery) 0.9971293
FEHERT
CM2 (square centimeter) 0.9970585 (ready mixed concrete) 0.997112
FE—RKIE
FEHFIRSE T (ready mixed concrete) 0.9970556|  (portland cement type I) 0.9970986
7K (in the water) 0.9970452 KGF (kilogram-force) 0.9970934
140 0.9970348 MM (millimeter) 0.9970911
HRETERE
(design strength of concrete) 0.9970232 T ith (construction site) 0.9970759
8. CONCLUSIONS

In this research, we developed a dictionary for improving the segmentation quality of auto-correcting
PCCES system data and proposed a process of making a dictionary that covered terms and common names in
the civil engineering area. We used original suggested terms to construct the first version dictionary and
processed the real data to obtain daily used common names before we segmented the real data. We checked the
quality of segmentation and repeated the whole process until the quality was acceptable to specialists; then used
the word2vec to validate the results. After using the dictionary, we found that the segmentation quality was
significantly improved, and words in word2vec vector space were much closer than before. However, our
current implementation cannot automatically recognize new terms or common names. We plan in the future to
implement an automatic discrimination system for new terms and common names.
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Abstract: Reducing carbon footprints in the building sector can be achieved by altering power consumption
behavior of building residents. Due to the influence of today’s declining birth rate and population aging, the
structure of human society is changed, requiring the identification of key persons active in a community to
persuade the others into saving electricity. This research aims at applying the technique of social network analysis
(SNA) to a publicly available smart meter data set for building residents in Germany. Traditionally the head of a
community can serve as the role of broadcasting energy-saving information, although its effectiveness varies with
different circumstances. In the proposed SNA-based approach, the German data set is firstly examined and pre-
processed, such as augmenting building occupancy data and relationships among residents. Then, different SNA
indexes are explored in order to derive a generalized procedure for such identification of key persons. More
sustainable societies can be established if key persons of a community can be identified and get involved by using
the proposed approach. Energy-saving information specific to each type of home appliance can be broadcast
effectively and efficiently so that building residents can persuade easily.

Keywords: Social network analysis; smart meter data analytics; energy conservation.

1. INTRODUCTION

As scholars and policy makers are becoming increasingly interested in the establishment of a sustainable
society, reducing its carbon footprints such as implementing power saving tips has been regarded as one of the
main tasks (Costanzo et al. 1986; Chen et al. 2012). The earth gets gradually warmer, the sea level is constantly
rising, the desert area is expanding annually, and even the emergence and spread of new diseases not only bring
threats to the environment but have shown the need of a systematic method to investigate the interactions among
people causing the aforementioned problems. Human beings almost change every aspect of the earth. It seems that
the earth is signaling warnings to people. Therefore, in recent years, such sustainability issues are valued by
government around the world. In addition to pursuing the quality of people's living environment, it also needs to
give friendly treatment for all animals and plants, reflecting the performance of loving the earth. Everyone changes
his or her life style a little, which jointly can contribute to the overall protection of the earth.

It has been recognized in the literature that reducing carbon footprints in the building sector can be
achieved by altering power consumption behavior of building residents (Azar & Menassa, 2014). Although there
are numerous energy-saving devices or approaches designed for the building sector, they may all become fruitless
if building residents who actually consume energy disregard such energy-saving tips or instructions (Jain et al.
2013). Due to the influence of today’s declining birth rate and population aging, the structure of human society is
changed, requiring the identification of key persons active in such campaigns advocating energy saving or
conservation. Therefore, such key persons of a community may collectively persuade the others into changing
their energy usage behavior, creating a positive feedback loop to promote further energy savings.

Before the technique of social network analysis (SNA) has yet to appear, it is difficult to analyze the
interaction among individuals of a community. SNA originates from the adaptive network used in physics. Based
on mathematical graph theories and other quantitative analysis methods, SNA can be used to help understand
large-scale social systems. Currently, SNA has been employed in the fields of sociology, psychology, anthropology,
and several science-related domains since the 1970s (Mankoff et al. 2010). By definitions, a social network is used
to represent the exchange of resources between human beings, and a resource can represent a message, tangible or
intangible object (Du et al., 2016). In this research, A building resident is modeled as a node in the network, and
his or her influence on power-saving related issues for the other resident is seen as a link or flow between the two
nodes. The following sections describe the use of SNA for a publicly available smart meter data set for building
residents in Germany. Section 2 presents the data set and SNA. Section 3 shows the SNA results of the data set,
while Section 4 contains further discussions. Section 5 lists relevant conclusions and future research directions.

2. METHOD
2.1 Smart meter data set and overall structure of the social network

The data set utilized contains power consumption or solar generation data from 11 households in southern
Germany, and there are approximately 16,000 records, each with cumulative, kilowatt-hour values for the
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household and appliance levels. The collection time period is between 2015 and 2017, with some buildings located
in urban areas while some in suburbs (Minde, 2017).

In SNA, a weight is defined as the degree of a resource needed for the link between two nodes. In the
literature, weight definitions are often customized to better fit research needs, e.g., the number of friends a person
can have as a weight for analyzing communication issues. Hence, this research assumes that node N; to node N; is
weighted, and its weight Wi;(t) is defined as the intensity of one node affecting the other in a certain time interval
about power usage issues. The value of Wi(t) can be 0 to 3, as shown in Equation (1), where Wijj(t) not necessarily
equal to Wi;i(t), i.e., weights are directional. If a resident initiating a weight link does not have any influence on the
other resident’s power usage, probably because of no friendship, its weight is zero, and such a link can be discarded
as well. Meanwhile, three methods, introduced in Section 2.2, are employed to assign an appropriate value (1-3)
to each weight. Briefly, both the first and the third methods use survey questions to obtain relationships among
residents, and because of the nature of questionnaires, all such weights are qualitative and sometimes contain
misleading indication. Thus, it is suggested to seek for other sources, such as cell phones usage data, to support
the survey results (Peschiera & Taylor, 2012).

0: there is no influence between the two residents’electricity use behavior;

1.0 — 1.9: the degress of influence from the first resident to the second via survey;

2.0 — 2.9: the correlation coefficient of actual power usage between the two residents;
3: the first resident is the elected leader of a group;

wi;(t) 1)

The second method calculates correlation coefficients of actual electricity consumption data for any pair
of two households. Figure 1 shows the original data format (CSV) of the data set, and a simple transformation
function (depicted in the D9 cell) is used to calculate each incremental power consumption value between two
consecutive time intervals. Since the second method is based on actual data, such weights are more reliable,
compared with the first and third methods, and are used extensively to form SNA relationships for the data set.
Totally, 61.5% of the weight links are determined by the second method.

D9 M fe =IF(E9=0,0,ES-IF(E5=0,E9,E3))
A B C D E F G

1 Tegion

2 |household residentiall

3 type residential_building_suburb

4 unit kWh

5

6

7 feed [ishwasher freezer grid_import | heat pump P¥

8

9 ES—21T1?:UO:UOZ | Oll 444,66 155.51 1396.07
10 D5-21T18:( o] 0.375 445.035 156.01 1396.82
11 D5-21T19:( o] 05685 4456 156.359 1397291

Figure 1. Actual power consumption data: from cumulative to incremental

2.2 Design of weights allocation

The first method, basically a survey, is designed to allocate 1.0 to 1.9 to weights for a group of residents.
The survey asks for the list of a given resident’s all friends that can affect his or her power usage. For example, if
a resident thinks that some of the neighbors or friends can affect how he or she uses electricity, several weight
links will be created from the set of the residents to the given resident. After all weight links have been identified,
a typical normalization procedure can be utilized to identify the top ten weights, where 1.9 assigned to the resident
with the most number of outgoing weight links, 1.8 assigned to the second most, and so on.

The second method is designed to allocate 2.0 to 2.9 to weights and is based on the calculation of
correlation coefficients for power consumption actual data for any pair of two households. Since a correlation
coefficient ranges between -1.0 and 1.0 and is in fact bi-directional, the value needs to be transformed and mapped
into the value range of SNA weights. Additionally, because each household of the data set can be classified as
either urban or suburban areas, there will be CJ' correlation coefficients in each group, where n is the number of
households in urban or suburban areas. After all correlation coefficients have been calculated in each group, the
top ten pairs are selected, each assigned from 2.9 to 2.0 accordingly. Note that one pair consists of two households
with two links, each with the same weight to show the bi-directional relationship. The higher the correlation
coefficient, the more likely that the two households have similar power usage patterns. For example, if the
correlation coefficient is close to 1.0, at 7AM, the two families all consumed 70W and at 8AM, they both consumed
80W, etc. Although such relationships are not indicated by human beings, this research assumes that when a power-
saving tip may work for the two households having such relationships, it is easier to collectively change their
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power usage behavior due to the same patterns they share (Kamilaris et al. 2013).

In addition, it is possible to have a relationship between one resident in urban areas and another resident
in suburbs. To consider this phenomenon, the aforementioned method is utilized again to identify top ten
relationships between the urban and suburban groups. In other words, if one resident of the urban group shares the
most similar power usage patterns with another resident of the suburban group, a link is created with the weight
assigned to 2.5. Again, if such the relationship reflects the second most similar power usage patterns, a link is
created with the weight assigned to 2.4, and so on. It should be noted that such weight values are generally less
than the values created by the second method, which implies that it would be easier to change power usage
behaviors of the residents living in the same area.

The third method uses another survey to simply identify the leader of a community. Usually, such a leader
is responsible for all administrative affairs for the community and is elected every 2-4 years. This research assumes
that if a resident can correctly identify the leader, a link will be created from the leader to the resident with the
weight equal to 3, which implies that the leader can affect power usage behavior of the resident.

Finally, in addition to weights determination, each household can be associated with several attributes,
each indicating how a specific appliance consumes electricity. In each such attribute, three levels (1-3) are used to
denote the degree of electricity used for the given appliance. This research assumes that 1 is assigned to the
households who consume more electricity of the given appliance, considering total average energy usage per day.

2.3 SNA indexes

Traditionally in SNA, the characteristics of nodes and links can be used to interpret many social
phenomena. In addition to establishing weight links between households, some attributes data may increase
discrimination and then grasp node and link characteristics of the overall network. In this section, the following
three SNA indexes are presented and applied to the data set: degree centrality, closeness centrality, betweenness
centrality (Ekpenyong et al. 2014; Ekpenyong et al. 2015).

Degree centrality refers to the number of nodes connected to a node, i.e., the number of links as shown in
Equation (2) and Figure 2. However, in a directional network, the centrality of in-degree and out-degree must be
calculated separately. As shown in Figure 2, in-degree is used to indicate the number of incoming links pointing
to a given node, and out-degree is used to indicate the number of outgoing links that a given node extends.

Cpr(v) =deg(v) (2)

In-degree Out-degree

Figure 2. In-degree and out-degree diagram

Closeness centrality is defined as a measure of centrality in a network, calculated as the reciprocal of the
sum of the length of each shortest path (denoted as d) between a given node (denoted as x) and all other nodes
(denoted as y), as shown in Equation (3). If a node has the highest closeness centrality value, it is geometrically
located at the center of the network. Additionally, this index does not necessarily mean the so-called core node of
a network, which possesses the maximal number of links. Basically, the smaller the sum is, the shorter the path
from this node to all other nodes, and the bigger the closeness centrality. Note that this index can be used to show
the willingness to convey information to different groups of nodes.

C(x) = — (3)

Yy d(y.x)

Betweenness centrality refers to the number of paths that pass through a given node, provided that there
are many paths in the network. As shown in Equation (4) and Figure 3, g, represents the number of shortest
paths between nodes s and t, and g, (v) is the number of such paths passing through node v. The higher this index,
the more important role it may play in the communication aspect of the network, which can be regarded as a bridge
from one node to another. Note that the betweenness centrality of a node scales with the number of pairs of nodes
as implied by the summation.

Co(V) = Vg 222 4)

Ost
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Figure 3. Betweenness centrality

3. SNARESULTS
3.1 Overall structure

Two common SNA tools, UCINET and NetDraw (Borgatti et al. 2002), are utilized to examine the data
set. Firstly, the region type of each household is selected so as to split the data set into two groups: urban and
suburban. As shown in Figure 4, each household displayed as a node will be marked as blue if it is located in urban
areas. A household marked as green means it is located in suburban areas. Each line with an arrow and a value
means a weight link for SNA.

Figure 4. SNA-based overall structure of the data set: urban households marked as blue and suburban households
marked as green

3.2 Degree centrality

Using the data set, degree centrality generally can express the number of contacts between a household
and others. Because a directional network is used in this study, it is necessary to calculate both in-degree centrality
and out-degree centrality. As listed in Figure 5, one record consists of node ID, out-degree and in-degree values.
These records are sorted according to out-degree centrality. In principle, the order of out-degree values is not
related to the order of in-degree values. Figures 6 and 7 show the visualization results of degree centrality. In
Figure 6, the larger the node, the higher the in-degree centrality value, which means that the outside world is more
likely to affect these larger nodes. Similarly, in Figure 7, the larger the node, the higher the out-degree centrality
value, which means that these larger nodes are more likely to affect the outside world.

1

CutDegres InDegres

1 28.250 25.250

7 24,950 21.950

2 19.250 7.100

5 14,250 10.500

& 14.200 14.200

9 13.000 15.550

10 12.550 13.350
3 12.500 10.150

11 11.000 14.400
2] 9.150 17.250

12 7.050 12.450
4 6,500 10.500

Figure 5. Degree centrality analysis results

20



Proceedings of the 4th International Conference on Civil and Building Engineering Informatics, 2019

Figure 7. Out-degree centrality structure

3.3 Closeness centrality

Close centrality can be used to analyze the degree of interaction between a household and all households
with different attributes. Because this study uses a directional network, it is necessary to calculate the two indexes,
in-closeness and out-closeness. Figure 8 lists the two index values based on the in-closeness order. As shown in
Figure 9, the outside world with different attributes most easily affects Nodes 1, 7, 8, and et al. Similarly, the in-
closeness order is not necessarily the same as the out-closeness order. Figure 10 shows that Nodes 1, 2 and 7 are
the top three and are more likely to affect the outside world with different attributes. In other words, if a household
does not frequently contact other households, using Nodes 1, 2, 7, and et al. to communicate with the family is
still easier to persuade them to save energy.

4
inClogeness ontClozeness
L 91.667  100.000
84.615 91.667

7 78.571 61.111
g 73.333 63,750
i1 73.333 64706
12 73.333 57.805
& 68.750 65.750
i 64,706 55.000
5 64,706 73.333
10 64706 65,750
3 64,706 63.750
2 57.895 100. 000

Figure 8. Closeness centrality analysis results
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Figure 10. Out-closeness centrality structure

3.4 Betweenness centrality

Betweenness centrality implies that how good a given household is at socializing. Using UCINET, the
output results consist of two columns, as shown in Figure 11. The first column, Betweenness, contains the value
of each betweenness centrality without performing normalization, while the second column, nBetweenness,
contains the normalized values. In fact, the rankings of the two columns are the same, and Figure 12 shows the
visualization structure based on the first column. Basically, the larger the node, the better the betweenness
centrality. In other words, all the messages in the community may rely on the node with the largest betweenness
centrality, i.e., Node 1, in order to broadcast information. Typically, this node is the elected leader or opinion
leader of a community.

Betweenness nBetweenness

1 23.039 20.945
7 13,339 12,127
5 4,430 4.028
& 3.306 3.006
3 3. 180 2.891
2 1.574 1.431
g 1.548 1.408
10 1.500 1.364
9 1.291 1.174
11 0.750 0.682
12 0.541 0.492
4 0.500 0.455

Figure 11. Betweenness centrality analysis results
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28"

Figure 12. Betweenness centrality structure

3.5 Cluster analysis based on SNA

When there are many households in a community, in addition to finding one or two leaders to promote
energy-saving practices, the community may also need several facilitators to help convince and broadcast energy-
saving information. Since each node in a SNA network can have attributes, the so-called clustering operation
against selected attributes can be performed first to generate several groups. Then, the traditional SNA operations
can be performed for each group. For example, the previous data set is split into urban and suburban areas. The
same data set can be split into three groups (low, medium and high) based the amount of energy usage of heaters.
Indeed, previous researchers have combined two or more attributes to split their data sets into a hierarchy so that
traditional SNA operations can be applied.

Figure 13 shows the results of the proposed SNA clustering analysis. The blue nodes are in urban areas
and the green nodes are in suburbs. The larger the nodes, the better the betweenness centrality. The thicker the
node border, the better the out-closeness centrality. Using the NetDraw tool, one can specify the Scrunch factor
equal to 2, and the tool shows two groups: the left part of Figure 13 contains Nodes 8, 11, 10, 7, 9, 3, 12, and the
right part of Figure 13 contains Nodes 2, 4, 5, 1, 6. As shown in Figure 13, it seems that Node 7 is the leader of
the left group. Because a leader cannot play two roles, Nodes 3, 6, 9, 10 can be selected one to play the facilitator
role, which means Nodes 3, 6, 9, 10 have a good closeness centrality value, implying that all messages should pass
through this node. Again, for the right group of Figure 13, Node 1 can serve as leaders, and Nodes 1, 2 have a
good closeness centrality value, while Node 2 seems to be the best facilitator. Because a leader cannot play two
roles.

Figure 13. Cluster analysis of complete communities
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4. DISCUSSION

The closeness centrality and betweenness centrality in SNA has their own characteristics. One can use
cluster analysis to dynamically form several groups, each with special characteristics, and then apply SNA to each
such group. For example, the cluster analysis is performed first, and all households with high electrical heater
consumption can be obtained. Then, using SNA can identify both closeness and betweenness centralities, which
correspond to leader(s) and facilitator(s) of a group. Using closeness centrality means finding a leader to have the
shortest distance from the leader to all other nodes in the network. Such leaders possess better communication
channels to all households of a community. Meanwhile, using betweenness centrality can identify some nodes
where almost all messages pass through. It means that this household is suitable for disseminating knowledge, but
there may be no communication channel with all kinds of people.

5. CONCLUSIONS

Through the analysis of social network analysis, the degree of contact between the households and the
visualization of the electricity habits of the households can effectively find key people in the community and
spread the energy-saving information, in addition to the influence and imitation willingness of the appliance. It
can also achieve the effect of saving time and cost. It is not necessary to carry out training or monetary consumption
and induction for each family but to use the spread of energy conservation and carbon reduction issues to deepen
the people's concept and importance on this issue. One of the goals of saving money is that the entire community
or the entire community can effectively improve their electricity habits and the continuous progress among the
residents will lead to a better and more eco-friendly world.
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Abstract: At the construction site, as-built management is generally performed by taking pictures and
comparing them with drawings or Building Information Modeling (BIM) models. Since this work is
time-consuming and prone to human error, a more accurate and efficient method of capturing the progress is
desired. The purpose of this research is to construct a system that can efficiently capture the progress of the
construction by detecting each structural steel frame component such as a beam and a column under construction
from images taken by a camera. First, we developed a Convolutional Neural Network (CNN) that could detect
structural steel frame components under construction from images by fine-tuning the existing Object Detection
and Segmentation CNNs. Next, we constructed a system that can capture each structural steel frame member
from an image by integrating two constructed CNN models. Finally, we conducted accuracy verification and
evaluated the developed system.

Keywords: Convolutional Neural Network, Deep Learning, As-built Detection, Steel Frame, Segmentation.

1. INTRODUCTION

In recent years, visual capturing of the construction progress has become possible by using the
photographs taken at the construction site, detailed drawings, and BIM model of the construction site. However,
this work is not only time-consuming but also prone to human error. Therefore, an automatic system is desired to
capture construction progress more accurately and efficiently.

Recently, the technology of object detection using deep learning has been developed. The recognition
accuracy of objects using deep learning has been developed with the advent of Caltech 101 (Fei-Fei et al., 2007)
which is a data set of digital images and ImageNet (Deng et al., 2009) which is an image database. In ImageNet
Large Scale Visual Recognition Challenge (ILSVRC) which is a large-scale object recognition competition that
has been held since 2010, the object detection accuracy using deep learning has been higher than human
detection accuracy since 2015. Researchers have been developing advanced detection systems using the
detection results.

In this research, we constructed a CNN that can detect each structural member such as a beam, column,
and joint under construction by fine-tuning on the existing object detection and segmentation CNNs. Then, we
developed a system that can perform object detection and segmentation for steel structures by integrating two
CNN models. First, since the actual construction site is often covered with scaffolds and soundproof sheets, a
steel frame scaled model was made and photographed to prepare an image dataset for deep learning. Next, in
order to detect structural members using deep learning, we changed the training weights of existing deep
learning models such as YOLO (You Only Look Once) (Redmon et al., 2016) and U-Net (Ronneberger et al.,
2015) by fine-tuning using model photos. Then, we develop a system that can detect specified target structures
from images by integrating two CNN models. Finally, we conducted accuracy verification and evaluated the
developed system.

2. LITERATURE REVIEW
2.1 Object Detection Using Deep Learning

Currently, many object detection algorithms using networks similar to Region-CNN (R-CNN) (Gidaris
& Komodakis, 2015) have been proposed. First, R-CNN is one of the state-of-the-art CNN-based deep learning
object detection approaches. This network resized the input image to CNN and calculated the number of features
by extracting about 2000 candidates of the region in which the object appears in the input image. Next, Faster
R-CNN (Ren et al., 2015) with faster inference speed and learning speed than R-CNN was announced. The
speedup was achieved by incorporating the Region Proposal, which had been time-consuming in previous neural
networks, into CNN. In addition, Faster R-CNN uses a learning technology called Multi-task loss and has an
end-to-end structure that allows the entire model to learn. As a representative deep learning neural network
constructed using the same idea as the R-CNN algorithm for object detection, YOLO and Single Shot Detector
(SSD) (Liu et al., 2016) was developed. YOLO can be trained with the same end-to-end structure as Faster
R-CNN. Furthermore, the conventional method is very time-consuming since it focuses on generated object
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proposals (Region Proposals). YOLO can detect in real time since it can be detected by looking at the entire
image only once. However, the detection accuracy of the model published in 2016 is low, and the accuracy rate
of the object detection position is also low. This problem is caused by various limitations such as the limit of the
number of detectable objects and only one class could be identified in the grid. In order to solve the above
problems, YOLOv3 (Redmon & Farhadi, 2018) was announced. This deep learning model not only solved the
above problems but also was able to cope with the scales of different objects present in the image. It helps to
improve the accuracy of object detection.

2.2 Related Research in Detecting Building Components

While automation is attempted in various fields, there are technological researches that automate in
progress and production management in construction. At the construction site, a system has been proposed to
recognize the completion part of the construction by using object recognition from the captured image data and
automatically recognizes three-dimensional objects (Fathi et al., 2015). However, this system can only confirm
the installation situation on the image, and the recognition accuracy is not high performance.

Also, management systems using three-dimensional models have been proposed. A method has been
proposed for detecting structural members such as slabs and girders in existing bridges from point cloud data by
segmenting and constructing a three-dimensional model from the detection results (Lu et al., 2019). This method
makes it possible to construct a three-dimensional model efficiently from the point cloud. However, it is not
possible to detect concrete bridges or truss bridges with complicated geometrical shapes. Furthermore, it is
shown that the detection performance of structural members is affected when the point cloud data is distributed
at narrow intervals and unevenly. In addition, in order to create a detailed BIM of an existing facility, a method
has been proposed in which three-dimensional measurement values are obtained as point cloud using a laser
scanner, and BIM model of a building is made from the obtained point cloud (Tang et al., 2010). This method
can be considered as an efficient BIM creation algorithm since it can construct BIM models of existing structures.
However, in this method, verification is performed on only simple planes. Therefore, there are problems to be
solved, such as occlusion and modeling of complex structures. In recent years, with the development of
computer vision technology, it has become possible to automate human work. A system was developed to
automatically detect structural members in a room by utilizing two-dimensional image data (Hamledari et al.,
2017). However, the tasks that can be performed by computer vision technology are limited, and there is a need
for a system that can perform various detections with high accuracy.

3. PROPOSED METHOD

Figure 1 shows an overview of the proposed system processes. The proposed system is able to detect a
steel structure by creating a training data-set, using a scaled steel frame model and performing fine-tuning on
CNN. In this paper, we use two CNNs to detect the steel structure. The reason is that it takes much time to
create training data when using a recent segmentation system such as Mask R-CNN. Therefore, we reduced
the time to create training data by combining YOLOV3, which makes it easy to create learning data such as
object detection, and U-Net, which can detect only the shape of the object by segmentation. In addition, it
is difficult to detect with Mask R-CNN because steel structures such as joints are small in the image. Figure
2 describes the procedure for detecting actual steel structures. Figure 2 (a) shows the method of the proposed
system which confirms each structural steel frame member, such as a beam, column, and joint, from the image.
The image of the actual steel frame structure is input, and detection is performed for each structural steel frame
component. Thereafter, regional segmentation is performed by superimposing the segmented results. This
superimposing is done by combining the deep learning model results and the detection results. Figure 2 (b)
shows the method of the as-built detection system. The dimensions of the photos that were taken at the
construction site are then changed to 512 x 512 pixels. Thereafter, completed construction aspects in the image
are detected using a combination of the learned CNN and a mask of the image. The result of the mask image is
used for area division by returning the created mask image to the original image size.

3.1 Object Detection Using a Scaled Steel Frame Model

The objective of the proposed system is to detect each member in a structure in order to track
construction. However, building structures cannot be detected using existing image databases, such as ImageNet.
Since ImageNet does not include images of structural steel frame components in its database. To resolve this
issue, we attempted to make our own image data to be used as the data set for learning and these images would
be from the actual construction site. However, scaffolds and soundproofing sheets at most construction sites
conceal the building, this makes it is difficult to get direct photographs of the columns and beams needed for this
study. To solve this, digital images are taken of a 1:30 scaled steel frame model. The obtained images are then
used as a training data set. We found that it was possible to detect structural steel frame members such as a beam,
column, and joint of steel frame structures in the actual construction site by fine-tuning with it this data set. 2000
images of the steel frame model were prepared as training image data sets and 400 of them were selected at
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random as test images. First, annotation work was performed using Labellmg (Tzutalin, 2015) in order to use the
created photograph data of the structural steel frame model as a training data set (Figure 3). Next, the number of
classes to be detected is set as three, and annotation data is made from the captured images to detect three types

of structural members; a beam, column, and joint. In Figure 3 the XML file shows the position of the rectangle
surrounding each member in the image.
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<filename=184_model_of_steel_structure.png<filename=
<path=>/nome/ryu/Desktop/picture/184_model_of_steel_structure. png</path>
</source>
<size>
<width>5184<fwidth> <!-- width of original image -->
<height>2912</height> <!-- height of original image —>
<depth>3</depth> <!-- depth of original image -->
</size>
<object>
<name>column <!- chject classes —-> </name>
<bndbox> <!-- position of rectangle >
<xmin>1249</xmin> <!-- minimum horizontal coordinate of rectangle —>
<ymin=410</ymin> <!-- minimum verlical coordinate of rectangle >
<xmax>1413</xmax> <l-- maximum horizontal coordinate of rectangle —>
<ymax>1001</ymax> <!-- maximum vertical coordinate of rectangle —>
</bndbox >
</object>

Sample of a column object class for training

Figure 3. An example of created annotation data
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3.2 Segmentation by CNN Using a Scaled Steel Frame Model

The data set for training was made to perform segmentation detection of structural steel frame members.
Unlike the process mentioned in 3.1 when performing rectangle detection, the mask image is created by
changing the beam, column, and joint of the detection target color to white and the background color to black.
The created mask image is then used as a training data set (Figure 4). The image size is adjusted to 512 x 512
pixels since each training data set does not work well if the image size is too large during input phase. By
learning at this size, capturing the desired features inside the target image is easier.

4. SYSTEM DEVELOPMENT

The training data set made in 3.1 was changed to an appropriate format. Thereafter, YOLOvV3 was
fine-tuned, and the object detection was performed on the steel frame model using the proposed system.
YOLOV3 is the excellent object recognition CNN, as it is can handle various object classes and positions by
giving tasks to handle position information in an image. Then, using the training data set made in 3.2, fine-tuning
was performed to change the learning weight of U-Net. Based on U-Net, we constructed a CNN capable of
performing segmentation detection on targeted members (Figure 5). It was originally proposed for segmentation
of medical images. In order to accurately represent the boundary of the detected objects, measurement has been
made to detect, adjustments to the image can then be made, such as increasing the loss at the boundary between
the object to be detected and the background. On the other hand, SegNet (Badrinarayanan et al., 2017), which is
one of a popular model for Semantic Segmentation, is a deep learning model that performs segmentation of
landscape images faster and using less memory. Since the Encoder-Decoder structure is adopted, processing can
be performed at higher speeds. However, in the proposed system, it is necessary to accurately detect only the
construction parts/ elements that are completed by using the photograph of the detection object. Therefore, we
chose to use U-Net in the proposed system as it does not emphasize real-time processing performance at high
speeds.

Instance segmentation is implemented by combining the result of segmentation detection and the result
of object detection using the scaled structural steel frame model. The detected structural steel frame members are
displayed in corresponding colors to match each area from the segmentation results by overlapping these with
the detected rectangular areas. Based on this detection result, it is possible to capture the parts where
construction is completed only by confirming the image. Furthermore, the attribute information of the member
detected from the photograph can also be captured. Similar to the results obtained for object detection using
YOLOv3, we highlighted the beams in green, columns in pink, and joints in orange (Figure 6).

LOVR ¢ 1R
== G
Miniatureméd—élbf ﬂm .[E

steel structure Tralnmg photos Training masks

Training datasets

Figure 4. Constructed scaled steel frame model and data set for learning

512x512 512x512

Input image

Outputimage
Deep learning network
for semantic segmentation

Figure 5. Structure and contents of learning of CNN based on U-Net
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(a) Construction site image (b) Detection result for the image of (a)

Figure 7. Detection result of proposed object detection system

5. RESULTS
5.1 Object Detection Result Using Actual Construction Site Images

We verified whether it is possible to detect a structural steel frame member from a picture of the actual
construction site using YOLOv3 which can detect beams, columns, and joints of a scale-model by fine-tuning.
As a verification experiment to detection accuracy, we prepared an image with different shapes of the detection
target and compared it to the CNN training data set and performed detection (Figure 7). As shown in Figure 7 (a),
the target structure is concealed by the crane. This image is not included in the training data set.

Although the result from the detection of the image in the real construction site has high accuracy, it was
not able to detect all the objects (Figure 7 (b)). The detection accuracy is high since the left side of the
photograph contains structural steel frame members that do not overlap, which makes detection easier. However,
in the right side of the photograph the boundary line is obscured due to the overlapping of multiple objects;
beams, columns, and joints. This problem occurs since the structure of the detected object in the image is
complicated. A possible solution to improve the detection method is to add the image data of the actual
construction site to the data set for learning in the future and giving diversity to the constructed system

5.2 Segmentation Result Using Actual Construction Site Images

Similarly, we examined whether it is possible to detect a structural steel frame member by inputting the
photograph of an actual construction site into U-Net, which fine-tuned by the image data of the scaled structural
steel frame model. The accuracy of the system was verified using Intersection over Union (loU) (Figure 8). loU
is the segmentation result that shows the ratio of the correctly recognized areas among the areas predicted to be
the detection target. The accuracy of CNN for steel frame structures was about 80%. However, the accuracy of
the joints is worse than that of the beams and the columns. A possible cause for this is that the structure of the
joint is complicated compared to the other two detection targets, and structures that are complex in nature such
as scaffolding are erroneously designated as joints. The result of instance segmentation is shown by combining
the segmentation result and the object detection result (Figure 9). The detection results of two CNNs are
obtained by JPG format. Therefore, two result images are combined by utilizing the illustrator. First, the shape of
the steel structure is extracted from the segmentation result. Next, the color of the label is added to the
segmentation result part overlapping with the label of the object detection result. By adding color only to the
object detection part, it is possible to segment the detection result (Figure 10).
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Table 1. Accuracy obtained by instance segmentation
Category Structural steel frame component Intersection over Union (%)
Scale model of steel frame Beam 95.5
structure Column 95.7
Joint 84.1
Actual construction site Beam 78.4
Column 80.3
Joint 50.4
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Table 1 shows the accuracy of the constructed deep learning model for the steel frame structure model
and the actual construction site image (Table 1).

Since the data set for learning in this study was constructed using a scale model of the steel frame, we
expected that the detection accuracy for the scale model of the steel frame would be high. However, even at the
actual construction site, it is possible to secure a certain level of detection accuracy. This detection accuracy can
be further improved by adding various actual construction site image data to the training data set.

6. CONCLUSIONS

Currently, the technology of object detection using deep learning has been developed by researchers all
over the world. However, only using existing training data sets, the objects that can be detected are limited.
Therefore, when trying to detect a new object using deep learning, it takes much time for the tasks to be
completed, such as collecting image data of various objects and adding the images.

In proposed study, since the actual construction site is often covered with scaffolds and soundproofing
sheets, a 1:30 scale steel frame structure model was made to verify whether it was possible to detect structural
steel frame members at construction sites. Initially, 2000 images of a training data set were made of a steel frame
model fine-tuned to CNN. By using the constructed CNN, it was possible to confirm about 80% accuracy is
achievable, even at the actual construction site. In addition, we constructed a system that can detect the as-built
structure from the image by utilizing deep learning CNN. In this paper, the detection was performed on three
types of steel frame components; beams, columns, and joints. For future development, we will add other
components/ building elements to the training data. Then, make training data sets for structural steel frame
members to improve the accuracy and increase the types of detection targets. Moreover, in order to improve the
accuracy of CNN that performs segmentation, we will develop a system that can capture feature quantities more
accurately.
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Abstract: This research is an ongoing project that aims to recognize construction vehicles automatically for saving
the labor cost. Monitoring the construction vehicle that enters and leaves the construction site can help with
tracking the construction progress and recognizing the abnormal vehicles. In modern construction sites, IP cameras
have been widely utilized for security purposes. The enormous amounts of gathered videos bring opportunities for
us to monitor the construction vehicle without assigning a gate guard. However, although IP cameras can store all
the historical images, it is very complicated and time-consuming to calculate the traffic flow of each vehicle type
from the surveillance images of the day. Therefore, this research proposed a real-time construction vehicle
recognition system. The proposed system contained three major parts: an image recognition algorithm for
recognizing the vehicle type, a database for storing the recognition results, and a dialogue system for supplying
the structuralized results to the site manager. For the image recognition algorithm, the YOLOvV3 algorithm was
utilized for processing the video frame by frame and recognizing the vehicle type. The results of the recognition
would be analyzed and stored in a structuralized database for further use. Lastly, a chatbot-based dialogue system
was developed to provide the site information and push instant warning to the related personnel. After a feasibility
test, the unstructured construction video data could be transferred into structured information autonomously. Also,
additional labor resources could be saved and thus increase the efficiency of the overall process of construction
site management.

Keywords: object detection, object location, image segmentation, YOLOV3 algorithm, dialogue system.

1. INTRODUCTION (ALL CAPITAL, 10 PT., BALD, TIMES NEW ROMAN)
1.1 BACKGROUND

When all industries in Taiwan are trying to use artificial intelligence to reduce manpower and costs, the
civil engineering industry still wastes a lot of human resources on miscellaneous works, whether it is recording
traffic flow on paper every day or hire the security guard to permit the vehicle to enter the site at the entrance. For
calculate the traffic flow, employees must calculate the traffic flow by looking at security camera frame by frame.
It causes a lot of human resources, paper waste, and high error rate. It is difficult to find specific information right
away because the paper information is easy to lose, and the amount of information is very large. The humid climate
in Taiwan causes the paper to be easily corroded and damaged, and it is difficult to save. When the situation occurs,
paper and human resources cannot be notified by the site manager in time.

1.2 Objective

In order to solve the unnecessary expenditure of labor costs and the shortcomings of paper records, this
research developed a system of recognizing the construction vehicle automatically that can be connected to the
whole site vehicle entering and leaving control, combined with two technologies: dialogue system and artificial
intelligence, to save many costs. The accuracy rate notifies the site manager in real-time when there is any vehicle
entering the site.

2. LITERATURE REVIEW

In this research, we apply the YOLOvV3 Neural Network algorithm and dialogue system to develop a
system to recognize the construction vehicles automatically. The following section briefly discusses YOLOv3 and
dialogue system. The first part introduces the features (Redmon & Farhadi, 2018), applications (Qu et al., 2018;
Yanan et al., 2018; Benjdira et al., 2019; Arai & Rahul, 2019), network architecture (Redmon & Farhadi, 2018)
and detection process (Redmon, & Farhadi 2018) of YOLOV3, and the second part introduces chatbot of dialogue
system (Litman & Silliman, 2004) and application (Tsai et al., 2019).

2.1 Introduce YOLOvV3
2.1.1 Feature

YOLOV3 is a state-of-art image recognition algorithm. Compared with the previous version of YOLOV2,
the network layer of extraction features is improved. The main feature of YOLOV3 is that it uses an end-to-end
detection method. Input the original image into the convolutional network, which can output the position and
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category of all targets in the image. It makes YOLOV3 is faster than other convolutional networks. YOLOV3 is
composed of 53 layers of convolution layers, implemented on the darknet framework, and superimposed by
residuals.

2.1.2 Application

YOLOV3’s detection accuracy at the small object is higher than SSD, and it has higher performance
(Redmon & Farhadi, 2018). This advantage makes it more suitable for engineering, and the accuracy is much
better than SSD. YOLOV3 can be used for pedestrian detection, railway and road detection, using UAV for
detection, can be used in the self-driving car. These tasks are required to be able to detect immediately.

2.1.3 Network architecture
The network architecture is shown in Figure 1. The first part is the convolution layer. The size of the input
image is presented in 416x416, the number of channels is 3, and the operation is performed using a convolution
kernel with a size of 3x3 and a step of 1 to obtain a 32 channels 416x416 feature map. The second part is the res
layer, and the res layer is derived from resnet. Resnet is the Deep Residual Network. The process of calculating
the residual network is shown in figure 2 (He et al., 2015) In order to solve the phenomenon of gradient diffusion
or gradient explosion of the network. We propose to change the deep network from step-by-step training to stage-
by-stage training. Using the shortcut connection method, each segment is trained on the residual to achieve a
smaller loss finally as well as to control the gradient to avoid disappearing or exploding. There are 53 convolution
layers from O-layer to 74th-layer of darknet-53, and thus it is summarized as darknet-53. The others are res layers,
and the structure uses a series of 1x1 and 3x3 convolution kernels, the effect is much better than resnet-19. After
maintaining accuracy as resnet-152, it is 1.5 times faster than Resnet-101, twice faster than resnet-152. After 75th-
layer is the YOLO part. YOLOV3 can be predicted on three different scales by down-sampling, the first time is at
82nd-layers, and the previous 81 layers are for down-sampling. To make the 81st- layer, the step range is 32, using
a 1x1 convolution kernels to output a feature map of 13x13x255. The second detection is at 94th-layer. The
feature depth from the 79th-layer and 61st-layer use up-sampling, using 1x1 convolution kernels to output a feature
map of 26x26x255. A similar step is used with the up-sampling to deep connect the 91th-layer and 36th-layer
feature. 1x1 convolution kernels are then used to create a third scale on the 106th-layer to output a feature map of
52x52x255. It gives YOLOV3 a certain degree of accuracy when detecting small objects. YOLOV3 detects large
objects at 13x13, middle objects in 26x26 and small objects at 52x52. The neural network predicts three bounding
boxes for each size with the formula as in (1), which contains 4 bounding box offsets, 1 target prediction, and 80
Classification prediction.
Tensor = N * N * [(bounding box) * (offset + object + class)] Q)

Type Filters Size Qutput
Convolutional 32 3x3 256 x 256
Convolutional 64 3x3/2 128x 128
Convolutional 32 1x1
1x Convolutional 64 3x3
Residual 128 x 128
Convolutional 128 3x3/2 64x64
Convolutional 84 1x1
2x Convolutional 128 3x3
Residual 64 x 64
Convolutional 256 3x3/2 32x32
Convolutional 128 1x1 X
8x Convolutional 256 3x3
Residual 32x32
Convolutional 512 3x3/2 16x16 .
Convolutional 256 1x 1 | weight layer |

8x Convolutional 512 3x3

Residual 16x16 - F (X) l relu

Convolutional 1024 3x3/2 8x8

Convolutional 512 1x1 z
4x Convolutional 1024 3x3 weight layer

Residual 8x8 . .
Avgpool Global ! ‘

Connected 1000 ams | (oo | [cmn |
Sofmax = [ F(x) +x
YOLOWS Detection

Figurel YOLOV3 network architecture Figure 2. Residual learning: a building bloc
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2.1.4 Process
The detection process of YOLOV3 is divided into four parts:

(1) Calculating bounding box: YOLOvV3 divides the image into SxS cells, predicting four coordinates (tx, ty,
tw, th) for each bounding box. The predicted mesh is based on the offset (cx, cy) in the upper left corner.
Previously obtained pw and ph can predict bounding boxes as formula (2). When calculating, use the sum of
squared error loss to calculate the error for it to fall between 0 and 1.
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(2) Dimension clustering: The other convolution network usually set the anchors box manually, resulting in
inaccurate precision. After YOLOV2, k-means is used to predict the size required by the anchor box. YOLOvV3
inherits the method of YOLOV2, using the 10U to determine the final score to evaluate which anchor box is
the most appropriate, the distance function used by k-means as formula (3):

d (box, centroid) = 1 — IoU(box, centroid) 3)

(3) loU score: loU is the ratio of overlap rate for detection result and ground truth. The user can set the
threshold. The object will be recognized if the 1oU exceeds the threshold. The loU as formula (4). If the loU

exceeds the loU setting, Identified will be predicted as an object.
detection result N ground truth (4)

IoU ( detection result, ground truth) =

detection result U ground truth

(4) Classification: The paper of YOLOv3 (Redmon, 2018) use binary cross-entropy instead of softmax because
binary cross-entropy can classify an object to multiple labels, but softmax only can classify an object to a
single label. Formulas such as formula (5):

¢ = ~13.(y logy + (1 - )log(1 - 7) ©)

2.2 Introduce to the chatbot

Chatbots provide suitable interfaces (Tsai et al., 2019) for users to simulate human conversations via text
or speech. In the past, chatbots were mostly used for telephone customer service (Wu et al., 2015). They can
answer customer questions through pre-set context and dialogue process. In recent years, a chatbot can be divided
into two types, retrieval-based and generative-based (Yang, 2016). Retrieval-based, according to the pre-set
command, make the user get information which user required, the correct rate is 100%, mostly used in specific
areas to solve problems. Generative-based uses natural language processing of artificial intelligence to understand
the keywords in the sentence, generate appropriate answers automatically, not suitable for use in specific areas
because the accuracy rate cannot reach 100%, Chatbot is used in disaster management for engineering. Since
disaster-related data is complicated, Ask Diana (Tsai et al., 2019) is developed to solve this problem. It provides
users with an intuitive interface for mobile devices. Users can ask questions via Ask Diana. Whether how is the
weather or disaster data and allows users to develop treatment policies effectively.911 bot is a Facebook
Messenger-based application which can report the emergencies to relevant authorities. It provided an intuitive
interface with buttons, which can allow the user easily to use by clicking the button (Crook, 2018). In Taiwan, the
National Science and Technology Center for Disaster Reduction (NCDR) cooperated with Line to develop a
dialogue system which provides alarms for earthquakes, floods and typhoons in real-time (Typhoon Database,
2019).

3. METHODOLOGY

In order to autonomously detect the construction vehicles and provide instant messages to the site manager,
this research proposed a video-based construction vehicle recognition system. The system utilized the deep
learning technologies for vehicle type recognition and used a dialogue-based chatbot system to play the role of the
information provider. The following subsections will provide the introduction about the system structure, the data-
preprocess and image recognition algorithm, the database, and the dialogue system respectively.

3.1 System architecture

Figure 3 illustrates the overall system architecture. The system contained three major parts: the data-
preprocess and image-recognition, the database, and the chatbot system. As an input to the image recognition, we
set up an IP camera at the gateway of the site for collecting the video. The collected videos are then transmitted to
the device that recognizes the frames. The YOLOv3 algorithm was utilized to process the video frame by frame.
By doing so, the construction gate video could be converted into lists of information, including vehicle type,
entering time, count of vehicles, and so on. The information will then be stored in the designed database. Finally,
a dialogue-based chatbot system will transmit the relevant information to the user or as an instrumentality for the
user to query the image recognition result.
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Figure 3. system architecture

3.2 Data preprocessing and image recognition

The second part is data pre-processing and image recognition. Figure 4 shows the workflow of the data
preprocess and image recognition. In order to enable the recognition system to have high accuracy at different
times and in different environments, it is necessary to collect data of different environments in the data collection
part, such as morning and night, because the visibility at night is low. Weather is also a factor to be considered as
the accuracy rate is decreased by strong light (Morten, 2017) that the visibility is low on sunny days. After
collecting the data, the first we should do is to remove the data which cannot be used to avoid the error rate. The
second is to process the data into the format that can be trained through the data format specified by the YOLOv3
algorithm, and then divide the data into a training set and a test set to avoid overfitting. Overfitting will make the
recognition system work only in a specific place. It cannot be used in the various construction sites. loU will be
set during training. Only when the loU of the vehicle type exceeds pre-set IoU score will the vehicle be identified.
The traffic flow calculation line will also be set. Recognition will recognize the type of vehicle and calculate the
traffic flow when the vehicle goes through the traffic flow calculation line.

data pre-processing and image recognition

[ Data collection
1]

| IP Camera and photograph I

Hand generate
Marking ® @
YOLO format data

'

| YOLO - construction vehicles types recognition |

( Train \ / Recognize \

FnevoLo
- model
maodel Test | Set traffic -
flow line

Figure 4. Data pre-processing and image recognition

3.3 Database

As asite response system, the system requires a database to store data and provide the information required
by the user. This database is designed to conform to the dialogue system and can provide any corresponding
information in the dialogue system. The database will include raw video files and detection results. The detection
results will be stored as a structuralized table format, which contains information about types of vehicles,
timestamp, traffic flow, and so on.

3.4 Dialogue system

The fourth part is the dialogue system. In this research, we used the dialogue system that in a specific
domain, we need it with high precision. Therefore, the dialogue system we chose is based on retrieval and has an
intuitive interface to set buttons for the user. The dialogue system can increase the accuracy to 100% by clicking
the button. The system architecture is shown in Figure 5. Users can receive the vehicle information automatically
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when vehicles are entering the site. Users can also get information by specifying commands or buttons.

send vehicle info
and photo

automatically @

get other info by
command

Store
information

Start recognize result

Figure 5. Dialogue system architecture

4. PROTOTYPING

In this implementation, we performed data preprocessing, filter the data and mark the features, and use
YOLOV3 as our algorithm for image recognition, identify the vehicle and then make subsequent judgments on
whether this type of vehicle is wrong, in import and export. The traffic calculation line is used to calculate the
traffic flow in the entrance and exit, and the traffic of the entire day or currently can be counted for management
purposes. The processed data is stored in the database, and the information is transmitted to the user using the
dialogue system.

4.1 Description of the Hardware and Software tools

In this experiment, it is divided into four parts, IP camera, computer, database and dialogue system. The
IP camera recorded the scene of the site entrance and exit. We chose two IP camera that can record 1080P. The
image is transmitted to the computer. The computer hardware device selects the six-core 17-8700 of our CPU. In
the graphic card part, because it needs to be applied to the GPU operation, we chose the Nvidia, and after the film
is processed, we will transmit the result to the database. We selected MySQL, MySQL has high portability,
excellent performance, and easy to develop instructions. Finally, we used Line, a commercial messaging platform,
to be our dialogue system to transmit the data required by the user to the user. The complete system specifications
are given in Tables 1.

Table 1. configurations of the computer

device model
CPU Intel Core 17-8700 (six cores)
Graphic card Nvidia GTX 1050, 2GB GDDR4

Operating system Windows10 (x64-based processor)
Dialogue system Line

RAM 32 GB RAM

Database MySQL

dialogue system Line

4.2 Data pre-processing

This research used the excavator and agitating lorry as the research object. In order to implement this
research, we divide into a training set and a test set. The training set contains every 500 frames of excavators and
agitating lorries. The test set contains every 50 frames of excavator and agitating lorries. We collected the data
from the search engine and photographed by ourselves. In order to ensure the effectiveness and generality of the
experiment, We try to shoot photos of a different time, different environments, different scales, first we use
"labellmg" to label the photos manually as figure 6 and remove the image that the target is too small, and created
into a VOC dataset. The VOC dataset format file is first converted to the YOLO format, and then set obj.data and
obj.name and pre-training file. These processes are executed by darknet framework.
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Figure 6. Label Figure 8. Traffic calculation line

4.3 YOLOv3 image recognition algorithm

In this research, the object recognition algorithm uses YOLOV3 algorithm to recognize and locate the
construction vehicle. We used the YOLOV3 provided code and the default configuration. The value for both height
and width are set to 416x416 and use stochastic gradient descent to optimize our training. Concerning the YOLO
v3 parameters the momentum set to 0.9, decay= 0.0005, learning rate= 0.001, batch= 24 and subdivisions= 8.
Anchors that overlaps the ground truth object by less than a threshold value (0.7) are ignored. The recognition
results are shown in Figure 7.

Figure 7. vehicle detection using YOLOV3

4.4 Traffic flow calculation

In this research, we use OpenCV to calculate the traffic flow (CH.Tseng, 2019). First, we will use the
YOLOv3 algorithm to locate and classify and find the bounding box of the car and find the centroid of the car. We
add a traffic flow calculation line on the detection frame. Recognition system will calculate the traffic flow when
the vehicle goes through the traffic flow calculation line.

We determine the driving direction of the car by the color of the traffic flow calculation line. If the vehicle
is pass to the blue calculation line first, after that pass to the green line. The vehicle can be confirmed that is to
leave from the construction site. If the vehicle is press to the green calculation line first, after that press to the blue
line, the vehicle can be confirmed that is to enter the construction site. We added the calculation line to the hidden
layer, it is shown in figure 8, there are two lines to determine the direction of the car quickly, we will broaden the
calculate line as the detection area, it can ensure system not calculate time and again when the speed of a vehicle
is too slow.

4.5 Database

In this research, we use the MySQL to be our database, because MySQL is open source, support many
systems, programming languages, high portability, excellent performance, and easy to develop, the fields in the
database have the type, time, count and frame. The database stores the vehicle type, the timestamp after the frame
is recognized, these allow users to view specific images by vehicle type or specific times, this identification frame
includes several vehicles of the same type and the file name of the stored image (figure 9).
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4.6 Dialogue system

In this research, our dialogue system is base on Line platform. On the operation interface, when the vehicle
enters the site, the chatbot will notify the user. We have developed four buttons: Total Traffic Flow, Specific Frame,
Each Vehicle Traffic Flow, video. Total Traffic Flow can get the total traffic flow up until now. The user can get
specific time's image through click Specific Frame button. The user can get each type of vehicles' traffic flow
through Each Vehicle Traffic Flow. The user can also get full video link through click Video. For instance, the
user wants to get total traffic flow up until now to check whether the total flow correct, can get through the "Total
Traffic Flow™ button, Then the user can get each type of vehicles traffic flow through click "Each Vehicle Traffic
Flow" button to find error , and if the user wants to watch full video, the user can click the "Video" button to get
the video link (Figure 10).

5. CONCLUSIONS

In this research, we developed a system combine chatbot for recognizing types of construction vehicle in
real-time, which can recognize the type of vehicle on-site entrance and exit, and get the traffic flow anytime via
chatbot, it can respond immediately. Our system can run in real-time with simple hardware. All we rely on an IP
camera and a PC with an image capture board. OpenCV will calculate traffic flow when the vehicle goes through
the calculation line. The image recognition algorithm, YOLOV3, is used to classify whether it is a construction
vehicle according to the characteristics of the vehicle. According to the accuracy and performance of the detection,
the chatbot effectively informs the user that this is an excellent system to reduce human resources and time
effectively. We also use images from different environments and different times as training data so that we can be
forecast in different status. We believe that many systems can be applied to their own needs in accordance with
the prototype of this system.

For future work, we plan to divide into two parts. The first part is improving the safety of pedestrians and
workers. In the aspect of pedestrians, we will serve a warning on vehicles and pedestrians when simultaneous
detection of people and construction vehicles on the calculation line. In the aspect of the worker, we will predict
the trajectory of the crane so that when danger is predicted, we will serve a warning to notify the workers to escape.
We think this system can reduce the risk of disasters in the site. The second part is saving time and human resources
about filling the construct diary. We will make video summarization and image caption to make the whole video
become abstract about what happened today.
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Abstract: To reduce the time and cost, as well as to improve the efficiency and safety of precast concrete
construction, the construction sequence of precast concrete (PC) components and cast-in-place (CiP) components
needs to be optimized. To solve this problem, a Genetic Algorithm-based method is proposed in this paper. Firstly,
based on the real project experience and some reasonable assumptions, the construction sequence of PC and CiP
components problem is analyzed and several optimization objectives and constraints are summarized. Then a GA-
based method to solve the construction sequence problem is implemented, which includes the coding method,
fitness function as well as crossover, mutation and selection operations. Finally, a case study is conducted to verify
the proposed method. The results indicate that the method can effectively find the optimal solution for the
construction sequence of PC components and CiP components.

Keywords: Precast concrete buildings, Construction sequence, Genetic Algorithm, Optimization

1. INTRODUCTION

With the encouragement of Chinese government and implementation by construction enterprises,
prefabricated buildings have emerged as a trend in China. Compared with traditional buildings, prefabricated
buildings are more attractive due to their higher quality, higher construction efficiency, less waste and
environment-friendly characteristic (Cao et al., 2015; Jaillon and Poon, 2008; Jaillon et al., 2009; Tam et al., 2007).
As a result of market environment and traditions, precast concrete (PC) buildings dominate other types of
prefabricated buildings, such as wood structure and steel structure, especially for residential buildings in China.
For a PC building, part of the concrete components of the building, including walls, slabs, columns, beams, stairs
and so on, are produced in a factory, and then transported to the construction site for on-site assembly. Since the
processing, structural technology and management of prefabricated buildings have been improved (Yang et al.
2019), the prefabrication rate of PC buildings is getting higher, which means more and more components are PC
components. This makes the construction process of PC buildings more like assembling a LEGO set, in which the
sequence is crucial. Construction sequence of building components have direct impacts on the time, cost, difficulty
and safety of PC building construction, thus needs to be optimized.

Up to now, such optimization has been carried out mainly for in-factory production phase of PC buildings.
For example, a multi-objective Genetic Algorithm-based searching technique is proposed to solve extended
Flexible Job Shop Scheduling Problems for precast production (Anvari et al., 2016); a flowshop scheduling model
for multiple production lines for precast production is proposed and a GA-based optimization approach to facilitate
optimized scheduling is developed, considering workstation idle time, contract penalty and storage cost, makespan
and type change of precast components as optimization objectives (Yang et al., 2016); and an approach for
optimizing shop floor rescheduling of multiple production lines for flowshop production of PC components is
proposed in case the original schedule cannot be continued (Ma et al., 2018). However, only a little attention has
been paid to the sequencing problem for PC construction phase. In a previous study, the prefabricated wall panel
sequencing problem is solved with the objective to minimize the work required to position and brace panels, while
panel interference is ignored (Shewchuk & Guo, 2011). In a recent study, the assembly sequence of PC walls
considering the weights and occupied spaces of the walls and the interference is optimized using GA and BIM-
based approach (Wang et al., 2018). In real PC projects, some building components are PC components, while
others remain to be cast-in-place (CiP) components. Both kinds of components are usually constructed in parallel.
However, existing studies about PC construction sequence only consider the PC components and the CiP
components are omitted.

This paper proposes a GA-based method to obtain the optimal Construction Sequence of Precast Concrete
components and Cast-in-Place components (CS-PC&CiP). Firstly, the CS-PC&CiP is analyzed to summarize the
objectives and constraints of the optimization in Section 2. Next, a GA-based method to solve the CS-PC&CiP is
introduced in detail in Section 3. Then, a case study is conducted to verify the proposed method in Section 4.
Finally, the study is concluded in Section 5.

2. ANALYSIS ON CS-PC&CIP

After several field studies of PC projects and consulting experts from the industry, the authors found that
the most common type of PC buildings in China is shear wall structure. In the following analysis and discussion,
PC shear wall structure is the main focus and used as an example.
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2.1 Basic Analysis

For PC shear wall structure, the general construction sequence is in the following order: bottom slabs,
exterior walls, interior walls, beams, stairs and top slabs. Usually, all slabs are PC components and they are
assembled one by one following the sequence that they are arranged on the plan without other components being
constructed simultaneously. Similarly, all exterior walls are PC components and they are usually constructed one
by one in the clockwise direction or counterclockwise direction. Therefore, the construction of slabs and exterior
walls has a natural sequence which is easy to get and need no optimization. What concerns us the most is the
construction sequence of interior walls in a PC shear wall structure.

Interior walls consist of both PC and CiP components. Most interior walls are PC walls, while in some
positions, such as stairwells, elevator shafts and bathrooms, CiP walls are still being used to improve the integrity
of the whole structure. In practice, PC walls and CiP walls are constructed in parallel. However, due to the quantity
differences between two kinds of walls, CiP walls are always completed much earlier than PC walls, which may
cause a cost due to the idling of workers. What is more, the simultaneous construction of PC walls and CiP walls
may have some conflicts in space, which hinder the efficiency and safety. Therefore, it is a vital work to optimize
CS-PC&CiP for interior walls under some objectives and constraints. It deserves to note that the junctions between
PC walls are also cast-in-place, but they are not considered in this study for simplicity.

Before the analysis of the objectives and constraints for the optimization for CS-PC&CiP, several
assumptions are made: 1) only one PC wall and only one CiP wall can be constructed in parallel by two different
work groups at one time; 2) the time needed for constructing a wall is proportional to the volume of the wall, for
both kinds of walls; 3) PC walls are constructed one by one continuously without interruption, while the
construction of CiP walls can be interrupted to avoid the conflicts with the PC walls.

Under these assumptions, the known conditions include the volume of each PC wall and CiP wall, and
parameters to indicate if a PC wall and a CiP wall interfere with each other when they are constructed in parallel.
The variables to be optimized for CS-PC&CiP are the construction sequence of PC walls and that for CiP walls.
For the construction sequence of CiP walls, the interruptions between the construction of different walls should be
considered.

The objectives and constraints for the optimization for CS-PC&CiP are summarized in Table 1 and the
details of them are discussed in the following subsections.

Table 1. Optimization objectives and constraints for CS-PC&CiP

No. Classification Items

| Minimization of the makespan of CiP walls construction

2 Optimization objectives ~Minimization of the interval between the completion time of two kinds of
walls

3 Optimization Constraint of volumes of PC walls

4 . Constraint of volumes of CiP walls

5 constraints Constraint of interferences between two kinds of walls

2.2 Optimization Objectives
(1) Minimization of makespan of CiP walls construction.

As mentioned in the assumptions, PC walls are constructed continuously. That means the makespan of
PC walls construction is fixed, which is the sum of the construction time of each individual wall. However, the
construction of CiP walls can be interrupted to avoid the interferences with the PC walls being constructed, which
makes the makespan of CiP walls construction longer or equal to the sum of the construction time of each
individual wall. To reduce the idling of the work group for CiP walls during the interruptions, the makespan of
CiP walls construction needs to be minimized when optimizing the CS-PC&CiP.
(2) Minimization of the interval between the completion of two kinds of walls

Due to the quantity difference between PC walls and CiP walls, the completion of CiP walls is always
ahead of the completion of PC walls. However, the optimal condition is the constructions of both kinds of walls
are completed at the same time and subsequent construction of beams and top slabs can start after the completion
of walls to reduce the idling after the completion of CiP walls construction. Therefore, the interval between the
completion of two kinds of walls needs to be minimized.
2.3 Optimization Constraints
(1) Constraints of volumes of PC walls

One step of PC walls construction is to lift the wall from PC components stacking site to the designed
position for assembly. But occupation of stacking site cause cost. To save the storage cost of PC walls as much as
possible, the PC walls occupied more space should be lifted to designed position as earlier as possible. Thus, the
PC walls with the largest volumes should always be constructed first.
(2) Constraints of volumes of CiP walls
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One step of CiP walls construction is to bind the reinforcement of the wall. The CiP walls with larger
volumes usually have more complicated reinforcement skeleton inside. To reduce the difficulty of construction,
the CiP walls with larger volumes should be constructed as earlier as possible when the space of the floor is less
crowded.

(3) Constraints of interference between two kinds of walls

If the simultaneously constructed PC walls and CiP walls intersect with each other or are very closely
located, their constructions will interfere with each other and may increase the difficulty of construction, as well
as cause some safety issues. Thus, this kind of condition should be avoided when optimizing the CS-PC&CiP.

3. GA-BASED METHOD TO SOLVE THE CS-PC&CIP

Genetic algorithm is one kind of commonly used algorithm to solve the optimization problems. In this
study, GA is implemented to solve the construction sequence of precast concrete and cast-in-place components.
The process of GA is shown in Figure 1 and detailed implementations of each step to solve the CS-PC&CiP is
thoroughly discussed in the following subsections.

Generation of a
new population

Crossover
Mutation

+ No

Indivifiual > Generation gf initial ) FitnesAs ) Yes End
coding population evaluation

Figure 1. Flowchart of Genetic Algorithm

3.1 Individual Coding and Population Initialization
To get the optimal CS-PC&CiP, each possible construction sequence is coded into a chromosome as one
individual as Figure 2 shows.

X Xo e[ X Y1 X2 )oY

Figure 2. Individual coding of one possible sequence

Each chromosome consists of two parts of genes. The first part is the sequence of x; to x,,, which is
integer coded. Each element of the sequence, x;, is a unique integer representing the ID of PC wall that will be
constructed in ith order and m is the quantity of PC walls. Because PC walls are constructed continuously
without interruption, only the construction sequence of each wall need to be coded, the exact starting time and
completion time of each wall can be easily computed using this sequence. The second part is the sequence of y;
to ¥y, which is real number coded. Each element of the sequence, y;, is a positive real number representing the
starting time of the construction of CiP wall with the ID of j and n is the quantity of CiP walls. Because the
construction of CiP walls can be interrupted, the starting time of each wall must be specified in the code, and the
construction sequence of CiP walls can be inferred accordingly.

When initializing the first population, each individual is randomly generated under the constraints that x;
is a unique integer in the range of 1 to m and y; is a positive real number. Besides, y; should also satisty
Equation (1) and Equation (2).

0<y<Tpe j=1l...n (D

WwtTep, <y k=1...n ()

where Tp. is the makespan of PC walls construction, Tg;p, is the construction time of CiP wall with the ID of
k. Equation (1) means the starting time of each CiP walls should be before the completion of all PC walls. Equation
(2), in which [ is the subsequent wall to be constructed after the completion of wall k, means the starting time
of one CiP wall should be after the completion of its previous wall to avoid the overlap of CiP walls construction.
3.2 Fitness Function
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Fitness function is used to evaluate the fitness of each individual. In the proposed method, individual with
the minimum fitness value has the highest fitness, and thus, is the optimal solution for the CS-PC&CiP. Fitness
function should reflect the aforementioned optimization objectives and constraints in the previous section, and
each of them are implemented as follows.

(1) Minimization of the makespan of CiP walls construction

The makespan of CiP walls construction, Tp;., is calculated by using Equation (3), and needs to be

minimized.
min  T¢;p = max{y; + TCiP/_} -min{y,} j=1,...,nk=1,..,n (3)

(2) Minimization of the interval between the completion of two kinds of walls
The interval between the completion of all PC walls and all CiP walls, T, is calculated by using
Equation (4), and needs to be minimized.
min 7, = |max{y; + TCin} —Tpcl j=1,...,n “4)

int

(3) Constraints

When solving the CS-PC&CiP, three aforementioned constraints usually cannot be satisfied
simultaneously. Thus, the violation of the constraints is allowed in the proposed method. To introduce the
constraints into the fitness value, penalty function method (Yeniay, 2005) is used. Once a constraint is violated, a
penalty value will be added to the fitness value, and the total penalty value should also be minimized when
searching for the optimal solution.

For the constraints of volumes of PC walls, referring the previous study (Wang et al., 2018), a penalty
matrix, M, is defined in Equation (5), where Vp¢, is the volume of PC walls with the ID £. Once a smaller PC
wall is constructed before a larger one, a penalty value of the volume ratio of two walls, which is larger than 1,
will be added to the fitness value. The more the difference between the pair of walls, the larger the penalty will be.
The total penalty value for the constraints of volumes of PC walls, Pp, is calculated by using Equation (6), and
needs to be minimized.

Ve Vpe >V
- VYe¢> Vpg,
M= Allj = Vpci / (5)
0, Vec, < Ve,
mxXm
m—1 m
min Ppe= 3 > M, ©)
i=1 j=i+]

The similar penalty matrix, N, and total penalty value, Pg;p, for the constraints of volumes of CiP walls
are defined or calculated by using Equation (7) and Equation (8) respectively. In Equation (8), J is the ID set of
CiP walls which are constructed after the CiP wall i.

Yar, 1% v,
- VYair, > Veir,
N=|N;=1 Ve, Y l (7)
0, Veir, < Veir,
1 nxn
min PCiP = Z ZZ\’U (8)
i=1 jeJ

For the constraints of interference between PC walls and CiP walls, a penalty matrix, L, is defined in
Equation (9). Once a CiP wall is being constructed simultaneously with a PC wall that interfere with it, a penalty
valued of 1 will be added to the fitness value. The total penalty value for this constraint, P, is calculated by
using Equation (10), where ] is the ID set of PC walls which are constructed simultaneously with CiP wall i.

1, CiP; interferes with PCj

0, otherwise

)

nxm

n
min P, = Y Y I, (10)
i=1 jeJ
(4) Integrated Fitness Function
Finally, all optimization objectives and constraints are integrated into one fitness function as shown in

Equation (11). Teip — Tcip,, Toi | Pec | Pop | P
w Lin

— * LS
Tep,,, — Tcip,, T; P,

min F=w,

(11)

where w; is the weight allocated to the ith item in the equation, which reflects the importance level of that
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objective or constraint when searching for the optimal solution. It deserves to note that the final optimal solution
might be sensitive to the weights allocated to the three constraint items. The larger the weight is, the less likely the
corresponding constraint will be violated. Tiy;, Ppc, Prip, Pine in the denominators are the maximum values of
the corresponding variables in the nominators. T¢p —and Tg;p . are the maximum and minimum values of

the makespan of CiP walls construction respectively. Pp. is calculated using Equation (6) with the input solution
in which the PC walls are constructed from the smallest one to the largest one. Pf;p is calculated using Equation
(8) with the input solution in which the CiP walls are constructed from the smallest one to the largest one. P},
cannot be calculated directly, and thus is estimated by simulations. Ty, T¢ip, . and Tgp . are calculated by
using Equation (12). These parameters are used to normalize the corresponding variables because these variables
have different scales and units. After normalization, each item in Equation (11) will have a value in the range of 0
to 1.

n n
T3 = max(max{Teip ) | Toc = ) Tew |} Ty =TPe+max{Tep) Th, =Y Tap  (12)
j=1 j=1
3.3 Generation of a New Population
In the GA, the child generation is generated by conducting crossover operation, mutation operation and
selection operation on the parent generation. Since the chromosome in this method is coded with both integer and
real number, different rules need to be mixed up for the crossover and mutation operations.
(1) Crossover Operation
For the first part of the chromosome, which is integer coded, a similar single point matching crossover
method (SPMCM) is used as introduced in previous study (Wang et al., 2018). For the second part of the
chromosome, which is real number coded, the crossover operator defined in Equation (13) is used.
Ye=ay, +(1-—a)y, 0<a<l (13)
where Y, is the child chromosome, y,, and y,, are parent chromosomes.
(2) Mutation Operation
For the first part of the chromosome, which is integer coded, the mutation operation is realized by
randomly exchanging two genes of the chromosome. For the second part of the chromosome, which is real number

coded, the non-uniform mutation (Zhao et al., 2007) is used. The mutated gene is randomly generated from interval
Q defined in Equation (14).

Q = [y, — s(OGy — L), ye + sOWU =yl s(t) = 1 = 177" (14)

where yj is the gene value before mutation, [Ly, Uy] istherange of y,, T isthe maximum generation number,
t is the current generation number, r and ¢ are parameters.

If the child generated by crossover operation and mutation operation fails to satisfy Equation (2), it will
be abandoned.
(3) Selection Operation

After crossover operation and mutation operation, selection operation is finally conducted to generate the
new population. Roulette wheel selection is used in this method, by which the individuals with higher fitness
(lower fitness value) are more likely to be selected into next generation.

4. CASE STUDY

In this section, the proposed GA-based method to solve the CS-PC&CiP is applied on a hypothetical
penalized building to solve optimal construction sequence of PC interior walls and CiP interior walls.
4.1 Case Description

The plan view of the case floor that used to test the proposed GA-based method is shown in Figure 3. It
contains of 11 PC interior walls and 5 CiP interior walls as indicated by the labels near the walls.

PC4
PC2 CiP1 PCs

CiP2 CiP3

PCI1 PC3
CiP4¢] Bathroom

PC11 PC9 PC7

CiP5
PCI10 PC8 PC6

Figure 3. Plan view of the case floor

The detailed information of the case floor is summarized in Table 2. All the walls have the same height
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and thickness. The first row is about PC walls, and the first column is about CiP walls. The number next to the
wall ID is the length (unit: meter) of the corresponding wall. In the case a PC wall and a CiP wall interfere with
each other if constructed simultaneously, the intersecting cell of two components is filled with 1. In this case study,
the interferences are recognized when the two walls intersect with each other or the distance between the walls is
less than 2.0 meter. And more comprehensive rules could be formulated according to the situations when applying
in real projects.

In this case study, the length of wall is used to represent its volume. Since only ratios are used in the whole
optimization process, using length as a substitute will have no influence. Besides, assumptions about the
construction time are used: the construction time of PC walls per unit volume is 1 unit time, while the construction
time of CiP walls per unit volume is 1.5 unit time.

Table 2. Detailed information of the case floor
PC1 PC2 PC3 PC4 PC5 PC6 PC7 PC8 PC9 PCI10 PCl11
1.5 2.0 3.2 1.6 2.0 1.8 3.2 1.8 2.8 1.8 3.0

CiP1 2.0 1

CiP2 23 1 1

CiP3 1.7 1 1

CiP4 1.9 1 1 1 1
CiP5 1.7 1 1

4.2 Configuration of Parameters
The parameters configuration of the GA-based method for this case study are summarized in Table3.

Table 3. Configuration of parameters

Parameter Value Parameter Value
wy 0.4 Elite rate 0.05
w, 0.2 Population size 200
W 0.1 Maximum Generation T 1000
W, 0.1 o 0.5
Ws 0.2 r 0.5
Crossover rate 0.8 c 3
Mutation rate 0.05

4.2 Results and Discussion

The algorithm is terminated at the fixed maximum generation which is 1000 in the case study. The optimal
construction sequence for the case floor obtained by the proposed GA-based method after 1000 generations is
shown in Figure 4. The upper row is the sequence of PC walls and the lower row is the sequence of CiP walls. The
width of each rectangle represents the construction time of each wall, which is proportional to the volume of the
wall.

The final fitness value of this optimal solution is 0.338. The constraints of volumes of CiP walls and the
constraints of interference between two kinds of walls are all satisfied in this solution. However, the constraints of
volumes of PC walls are violated by PC Wall 5, as the red part of Figure 4 shows. This is because PC Wall 5 will
interfere with CiP Wall 2 or CiP wall 4 if it is sequenced by the volume order. However, constraints of interference
have a larger weight in the fitness function. For the objective of minimization of the interval between the
completion of two kinds of walls, this optimal solution fails to optimize the interval to zero, as the blue line in
Figure 4 shows. This is because PC Wall 4 will interfere with CiP Wall 3 if the whole process of CiP walls
construction is dragged forward to keep up with the completion of PC walls. For the objective of minimization of
the makespan of CiP walls construction, current solution fails to make it optimal. The intervals marked by green
ellipses in Figure 4 can be eliminated without violating any constraint of interference if more generations of
population are created.

ey [ 1 T [ [ [ [

cip | | I I | I

time
Figure 4. Optimal solution for the case study (1000 generations)
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The convergence curve for the case study is shown in Figure 5. The horizontal axis is the generation
numbers and the vertical axis is the fitness values. The lower black points are the best fitness value for each
generation and the upper blue points are the mean fitness value for each generation.

0.45 Best: 0.0338182 Mean: 0.0535477

. Best fitness
0.4+ . Mean fitness

0.3 f
0.25f

021

Fitness value

[
0.1 Z_x!
0.05 7\ : _ ‘_'_4.444:__‘-_'-

0 200 400 600 800 1000
Generation
Figure 5. Convergence curve for the case study

5. CONCLUSIONS

In this study, a GA-based method to solve the optimal construction sequence of precast concrete
components and cast-in-place components is proposed. The CS-PC&CiP problem is analyzed firstly, and the
optimization objectives and constraints are put forward, based on practical experience and some reasonable
assumptions. Then a GA-based method to solve CS-PC&CiP problem is implemented. The mix of integer coding
and real number coding is used to assemble the chromosomes of the individuals. An integrated fitness function is
constructed to reflect the objectives and constraints summarized before. The crossover operation and mutation
operation for the mixed coding are explained in detail. Finally, a PC shear wall structure is used as a case study to
verify the proposed method. The optimal solution is obtained and the superiorities and drawbacks of this solution
are discussed.

However, this study still has some limitations. Firstly, the structural relationships among different
components are omitted. Secondly, in real projects, both PC components construction and CiP components
construction contains many different operations which need to be considered separately because different
operations may have different resource requirements. Thirdly, the input data about the PC building for GA-based
method are recognized and collected manually, which will need a lot of human effort if being used in real projects.
Therefore, in future studies, the structural considerations should be added to the model; the construction
sequencing of scheduling problem should be modeled and solved on operation-level; and Building Information
Modeling (BIM) should be involved to these kinds of problem to realize the automation of the whole process.
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Abstract: In case of a large earthquake, it is necessary to grasp the damage state of structures in disaster areas as
soon as possible. Therefore, we have been trying to develop a sensor which is able to detect the destruction of
structural members.

In this research, we focus on the breaking sound of wood that is easily recorded using a smartphone and
is expected to be discerned from any other sounds with the help of machine learnings. As a basic research, first
experiments were carried out to record the breaking sounds of woods as well as other sounds such as talking voice,
crashing dishes, closing door, etc. Second, Mel Frequency Cepstral Coefficients (MFCC), that is widely used as
acoustic features in the field of speech recognition, were calculated by analyzing the recorded samples. Third,
Multi-Layer Perceptron (MLP) and Support Vector Machine (SVM) were applied to the MFCCs to categorize
them into two groups which were destruction sound and the others. In the analysis, 156 MFCCs were prepared as
training data. In case of SVM, about 70% of these data were properly recognized. On the other hand, MLP with
one hidden layer gave a success rate of about 90%. In addition, the effect of the selection of training data sets and
the MLP models on the success rate was investigated.

Keywords: Mel Frequency Cepstral Coefficients, Machine Learning, breaking sound, damage estimation

1. INTRODUCTION

In case of a large earthquake, it is necessary to grasp the damage state of structures in disaster areas as
soon as possible for using the limited resources effectively. In Japan, several seismic networks have been
constructed and seismic intensities were estimated. The information is helpful for narrowing the damaged area,
however the spatial resolution might be still not enough to specify the damaged structures. Therefore, we have
been trying to develop a sensor which is able to detect the destruction of structures.

In this research, we focus on the breaking sound of wood to detect the damaged structures because human
beings can identify the breaking sounds of wood even under the situation that various sounds simultaneously occur.
Besides, the sound can be easily recorded by a smartphone and be analyzed in it with the help of machine learnings.
In recent years, speech recognition technology has been improved due to the rapid development of machine
learnings and used in various systems such as a smartphone, smart speaker, voice search, etc (Kawahara, 2015).
In addition, other technologies related to the sound recognition have been studied. For example, Tani et al. (2017)
develop a system for crime prevention, which continuously records various sounds in a city and estimates the
surrounding conditions. The other example is the research in which a falling object’s shape, material, and the
falling height are estimated from the sound emitted when the falling object touches onto the ground (Zhang, et al,
2017). These technologies are expected to be applied to the situation recognition problem in case of earthquake.

The objective of this research is to investigate the feasibility of detecting breaking sounds of woods by
means of machine learnings. As a basic research, first some experiments were carried out to record the breaking
sounds of woods as well as other sounds such as talking voice, crashing dishes, closing door, etc. Second, Mel
Frequency Cepstral Coefficients (MFCC), that is widely used as the acoustic features in the field of speech
recognition, were calculated by analyzing the recorded samples. Third, Multi-Layer Perceptron (MLP) and Support
Vector Machine (SVM) were applied to the sound recognition problem of categorizing the MFCCs into two groups
which were breaking sounds of woods and the others. In the analysis, 156 MFCCs were prepared as training data
sets. The results showed that only about 70% of these data were properly recognized in case of SVM. On the other
hand, MLP with one hidden layer achieved a success rate of about 90%. In addition, the effect of the selection of
training data sets and the MLP models on the success rate were investigated. We also investigate the features of
echo of the breaking sounds because it is not sure whether the echo can be used as the training data of the breaking
sounds of woods or not. If the echo can be treated as the breaking sounds, the number of training data is easily
increased. So, in the analysis, 120 MFCCs corresponding to the echo were prepared as the evaluation data. The
results show that about 67% of echo were recognized as breaking sounds of woods.

2. PREPARATION OF TRAINING DATA SETS
2.1 Experiments of recording sounds

In the experiments, the breaking sounds of woods were emitted by bending a timber, destroying a part of
half-lap joint of woods, or splitting a timber in a silent room. The waveforms of sound pressure were recorded
using the sound-level meter (LA-4440, ONOSOKKI) and the sound recorder (DR-7100, ONOSOKKI) in this
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research. The sampling rate was set to be 51.2 kHz which covered the audible range. Figure 1 shows a photo of
the experiment of destroying a part of half-lap joint of woods.

The above observation was carried out thirty times from September 26, 2016 to January 23%, 2019 by
three students separately. The other sounds such as crashing dishes, talking voice, closing door etc., which might
be emitted at a large earthquake, were also recorded in the same period. Table 1 shows the number of experiments
for each pattern.

Recorder

- |

Sound-level meter

QI

Target joint

Figure 1. A photo of experiment of recording a breaking sound of woods

Table 1. Number of experiments for each pattern

Breaking sound of woods Other sounds
Breaking half-lap joint 22 times Closing door 8 times
Bending a timber 5 times Crashing dishes 7 times
Splitting a timber 3 times Talking voice 5 times
- - Other sounds 13 times

2.2 Calculation of MFCC as an acoustic feature

For updating the parameters of sound detection model, the sound pressure waveforms themselves or the
acoustic features calculated from the waveforms can be used as learning data. In this research, Mel Frequency
Cepstral Coefficients (MFCC) are used as an acoustic feature. The calculation procedure of MFCCs is shown in
Figure 2.

{ Pick up a 20 ms frame data from recorded sound }

¥

{ Apply a Hamming window and Fourier Transform to the frame }

¥

[ Calculate the power spectrum of the frame }

9

{ Apply Mel filter bank to the power spectrum }

¥

{ Calculate the logarithm of the energy passing through each filter }

L 4

{ Apply Discrete Cosine Transform (DCT) to the calculated energy }

Figure 2. Calculation procedure of MFCC

50



Proceedings of the 4th International Conference on Civil and Building Engineering Informatics, 2019

MFCCs are well known to be the dominant features used for speech recognition (Logan, 2000). Mel is the
scale which represents well human auditory characteristics. The frequency can be converted to the Mel using the
equation (1).

f
mel = 1125><ln(700+1) (1)

In the calculation of MFCC:s, first, a data frame of 20 ms is extracted from a time series data of the recorded
sound. 20 ms is the data length generally used in the speech recognition. It is not sure whether the data length is
optimal or not for detecting the breaking sounds of woods. Second, the hamming window and the Fourier transform
are applied to the data frame to obtain the Fourier spectrum. Then, the power spectrum is calculated from the
Fourier spectrum. At the next step, Mel filter bank is applied to the power spectrum to calculate the energy passing
through each filter. The Mel filter bank is the group of 20 filters in which each filter is arranged at an equal interval
of the Mel scale. Finally, Discrete Cosine Transform (DCT) is applied to the logarithm of the energy passing
through each filter to calculate MFCCs. Therefore, in this research, 20 ms sound data is converted to the MFCC
which is a vector with 20 components.

2.3 Training data sets prepared in this research

In this research, data frames of 20 ms are extracted from the recorded sound every 10 ms in the same way
to the process used for speech recognition, and MFCCs are calculated for every frame when the sound pressure
exceeds the noise level. The calculated MFCCs are classified into three groups named “BROKEN”, “ECHO” and
“OTHERS?”. If the data frame extracting from the breaking sounds of woods includes the maximum amplitude,
the corresponding MFCC is defined as “BROKEN”. The MFCCs calculated from the following data frames are
defined as “ECHO”. Considering an earthquake situation in which the breaking sounds are recorded by using a
device such as smartphone in a house, it is necessary to take the feature of echo into account. The MFCCs
calculated from the other sounds such as crashing dishes and talking voices are defined as “OTHERS”.

In the experiments, 78 MFCCs of BROKEN are obtained from the 30 experiments. Therefore, the same
number of MFCCs are selected from OTHERS as training data. The MFCCs of ECHO are not used as training
data in this research because it is not sure whether the ECHO should be categorized to BROKEN or not. So, 156
MFCCs are prepared for the training data in this research. In machine learnings, the MFCCs of BROKEN are
labeled as 1 and those of OTHERS as 0. Besides, all MFCCs are normalized as pre-processing since the amplitudes
are very different from each other.

3. TRIALS OF MACHINE LEARNINGS

To investigate the performance of machine learnings, two methods are compared in this research. One is
Support Vector Machine (SVM) and the other is Neural Network (NN). Both the methods are used as a 2 levels
classification problem.

3.1 Simulation results of Support Vector Machine

SVM is one of the kernel-based learnings and is the method of classification to create the pattern
discriminator with using of linear threshold elements and kernel functions. The model parameters are optimized
by maximizing the margin which is defined as the minimal distance of a sample to the decision surface. The margin
of linear classifier is the minimal distance of any training point to the hyperplane (Muller et al, 2001).

In the analysis, the module supported by scikit-learn (Sklearn.svm.SVC, 2019) on application of
Anaconda (Anaconda, 2019) is used for machine learning. A linear kernel function is selected as a kernel function
of SVM. The 156 MFCCs mentioned above are input as training data. The estimated success rates are shown in
Table 2. In this result, all MFCCs of OTHERS are correctly classified as OTHERS. On the other hand, only 47.4%
of MFCCs of BROKEN are classified as BROKEN. The success rate is totally 73.7%.

Table 2. The success rates of SVM
BROKEN OTHERS TOTAL

47.4% 100% 73.7%

3.2 Simulation results of Neural Network

In this research, the code of NN is written by using Keras module (Keras Documentation, 2019) on
application of Anaconda. In the analysis, two types of NN architectures are tested. Both the architectures have 3
layers, that is the input, hidden and output layer, but one has 20 nodes in the hidden layer and the other has 40
nodes. The reason why two types of NN architectures are tested is to examine the dependence on the number of
nodes in the hidden layer. As for the input layer, 20 nodes are set since the MFCC is a vector with 20 components.
The number of nodes in the output layer is defined as 1 to set the problem as two levels classification. The
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activation function in the hidden layer is set the Rectified Linear Unit (ReLU) and the one in the output layer is
set sigmoid function which is commonly used for two levels classification.

In the analysis, machine leanings are conducted with 4 batch seizes (20, 25, 30, 35) and 2 epoch settings
(2000, 4000). Therefore, 8 different settings are tested. The same MFCCs data set is used as the training data.
Table 3 shows the success rates obtained in this analysis.

As shown in Table 3, the number of nodes in the hidden layer, the batch sizes and the epoch numbers do
not affect the success rates in this problem. The MFCCs of OTHERS are perfectly classified to the OTHERS in
any cases. About 80% of the MFCCs of BROKEN are also correctly detected as the BROKEN. Totally about
90% of the MFCC:s are correctly classified. This success rate is obviously better than that of SVM.

Table 3. The success rates of NN

20 nodes in the hidden layer 40 nodes in the hidden layer
Batch size Epoch BROKEN | OTHERS TOTAL BROKEN | OTHERS TOTAL
20 2000 82.1% 100% 91.0% 82.1% 100% 91.0%
4000 82.1% 100% 91.0% 82.1% 100% 91.0%
’5 2000 82.1% 100% 91.0% 82.1% 100% 91.0%
4000 82.1% 100% 91.0% 82.1% 100% 91.0%
30 2000 80.8% 100% 90.4% 82.1% 100% 91.0%
4000 82.1% 100% 91.0% 82.1% 100% 91.0%
35 2000 80.8% 100% 90.4% 80.8% 100% 90.4%
4000 82.1% 100% 91.0% 82.1% 100% 91.0%

Comparison between the results of SVM and NN shows that the NN gives better success rates than SVM.
All MFCC:s classified as OTHERS in the simulation of NN are classified as OTHERS in the simulation of SVM,
too. Conversely, some of MFCCs belonging to BROKEN are incorrectly classified as OTHERS in SVM but
successfully classified to BROKEN in NN. The miss-classified MFCCs are mainly found out in the experimental
pattern of bending / splitting a timber.

4. ECHO DATA ANALYSIS

To investigate the feature of echo of breaking sounds, the MFCCs of ECHO are input to the NN model
described in the previous section. In the analysis, first, the NN models are trained using only the data of BROKEN
and OTHERS which are the same to the data used in the previous analysis. Then, 120 MFCCs of ECHO are input
to the trained NN model and the output results are investigated. Table 4 shows the rates of ECHO classified to
BROKEN. The settings of number of nodes in the hidden layer, batch sizes and epoch numbers are the same to
the previous section.

As shown in Table 4, about 67% of ECHO is recognized as the breaking sound of woods in this simulation.
The same 40 MFCCs are almost always recognized as OTHERS in any settings. To investigate the difference
between the samples recognized as BROKEN and OTHERS, the components of MFCCs are visualized in Figure
3. The x- and y-axis represent the component number of MFCC and the values of components, respectively. The
green lines represent the MFCCs of BROKEN. The red lines are the MFCCs of EHCO recognized as BROKEN
and the blue lines are them recognized as OTHERS. The behaviors of blue lines are apparently different from the
others especially in the lower component numbers.

There is no clear relationship between the MFCCs of BROKEN and ECHO. Even if the MFCCs of
BROKEN are defined as OTHERS, some of the MFCCs of ECHO calculated from the same experiment are
defined as BROKEN. There is the reverse, too.

Table 4. The results of classification of ECHO as BROKEN

20 nodes in the hidden layer | 40 nodes in the hidden layer
Batch size Epoch BROKEN BROKEN
20 2000 67.5% 67.5%
4000 67.5% 67.5%
25 2000 66.7% 66.7%
4000 67.5% 67.5%
30 2000 66.7% 66.7%
4000 67.5% 67.5%
35 2000 66.7% 65.8%
4000 67.5% 67.5%
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Figure 3. Behavior of components of MFCCs

Figure 4 shows two examples of MFCCs mentioned above. The x- and y-axis are the same as Figure 3.
The green lines represent the MFCCs of BROKEN which NN models learned correctly. The red lines are the
MFCCs of BROKEN which are not recognized as breaking sounds. The blue lines are MFCCs of ECHO which
are not recognized as breaking sounds. The orange lines are the MFCCs of ECHO recognized as breaking sounds.
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Figure 4. Two examples of BROKEN and ECHO MFCCs calculated from the same experiment
5. CONCLUSIONS

In this research, we investigate the feasibility of detecting breaking sounds of woods by means of machine
learnings. First, some experiments are conducted to record the breaking sound of woods and the others such as
crashing dishes, talking voices and door closings. MFCCs are calculated from the recorded sound as an acoustic
features and input to the sound recognition models. In the analysis, SVM and NN models are tested. As the results,
NN models give better success rates than SVM. We also study the acoustic features of echo of breaking sounds by
inputting them into the trained NN model. As the result, some of echo are recognized as the breaking sounds of
woods but the others are not. The reason is not revealed yet.

In future work, we will try to deconvolute mixed sounds into several sounds using NN models because
various sounds simultaneously occur in case of large earthquake. Besides, further experiments of recording sounds
will be conducted since the number of sounds recorded in this research is not enough to make sure the feasibility
of the present method.
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Abstract: To support a better indoor location distribution of automated external defibrillators (AEDs), the real
demand, the actual human distribution, should be known. In this research, a computer vision-based process is
proposed. The data are collected in the form of image sequences, such as surveillance cameras, in the building.
Image based human detection and tracking are applied, and the depth estimation from a deep neural network is
utilized to estimate the location of each person. The appearing and disappearing locations are clustered to estimate
the node in the indoor traveling network to other spaces in the image. The amount of people are accumulated, for
locations in the building, to serve as the demand distribution, and a network based model for AED location
optimization can be further integrated.
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1. INTRODUCTION

Automated external defibrillator (AED) is a medical device for treating people with sudden cardiac arrests.
Recommended to be placed in crowded working areas such as office buildings (U.S. Dept. of Labor, 2003), AEDs
improve survival odds and they also have the characteristics of easy-to-use. The concept of public access
defibrillator (PAD) is proposed. The optimal response time of accessing AED is stated to be less than 3 minutes.
However, there is a lack of standard of the appropriate number and location for AEDs (U.S. Dept. of Health and
Human Services and General Services Administration, 2009). In Taiwan, the regulations only state the type of
public places in which PADs need to be installed; the precise indoor location as to where to install PADs is not
specified (Public Emergency Medical Service Equipment Control Regulations, 2013).

There are some research efforts on location of AEDs by 3D indoor spatio-temporal location modeling
(Dao et al., 2010) and location in high-rise buildings (Chan, 2017). Nevertheless, the demand is usually an assumed
number or ratio through experience. We hope to estimate the real demand by obtaining actual human distribution
in the building to have a better judgement of where and how many PADs should be installed in abuilding.

For observation of the human distribution, extraction of information from image sequences is considered
to be a reasonable way. The existing surveillance cameras could be used as sensors. For example, the occupancy
distribution is estimated using the surveillance cameras in buildings (Zhang & Jia, 2017). The computer-vision
based method is also proposed for the AED location problem (Chen & Chen, 2017). However, the previous
research works still need some manual process to make the model perceive the correspondence between the images
and the geometric or network model, which is worthy of investigation.

2. METHOD

The objective of the research is to collect image sequences from surveillance cameras and accumulate the
human counts in each area to estimate the demand of the indoor location model of AED. The process is preferred
to be highly automatic. The input is the image sequences and the corresponding network model. The output should
be the demand on the nodes in the network.
2.1 Network

The network model is generated from the geometric model of the building (Chen & Huang, 2015). Nodes
of the network represent rooms and spaces, and the demand is accumulated on nodes. The links connects nodes
across doors and stairs. Locations of surveillance cameras are specified, including the field of view (FoV) as shown

in Figure 1.
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Figure 1. Network and camera locations
2.2 Camera Location
The locations of the cameras are given. Most of the cameras are located at the hallways and corridors. The
rooms do not need to be seen by installed cameras, but can be observed by the entrances or doors of the rooms, i.e.
the links connected to the node.
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2.3 Image Sequence Processing Approach
The approach of accumulating humans from image sequences is show un Figure 2. The process starts
from obtaining image sequences from surveillance cameras. Then the following steps are carried out.
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Figure 2. Approach

(1) Human Detection and Tracking

The first step is to detect human in the images. Tracking is to ensure a single person is not counted twice
to the same node. The model we adopt in the process is YOLOv3 (Redmon & Farhadi, 2018) for human detection
in each frame. Then a tracking model extending from Simple Online and Realtime Tracking (SORT) (Wojike et
al., 2017) is implemented.

(2) Depth Estimation

The image depth of the detected human is to determine the location of the human in the network. Depth
can be estimated from the image by several approaches, such as using RGB-D cameras or calculating disparity to
depth from stereo images. In this research, the monocular depth estimation is adopted. The basic concept is training
and estimating depth from every single image taken by a monocular camera by a deep convolution neural network
model (Eigen et al., 2014). In recent research works, stereo images or video sequences are used for training the
unsupervised model (Godard et al., 2017; Zhou et al., 2018).

(3) Clustering

After getting the tracks and the corresponding depth of human, the appearing/disappearing points of
human in the image is recorded. The points are determined based on: (a) a person coming in from or going out of
a connected space through a door; (b) a person stays at the same space but goes in/out of the FoV of the camera;
and (c) the failure of the tracking model. Here (c) is what we do not wish to get.

Although each point has its estimated depth already, the clustering step is to recognize the locations of
entrances and doors in the image. The entrances and doors are assumed to have multiple people coming in and out,
so each cluster can represent an entrance or door.

(4) Assignment

Each track is assigned to the node in the FoV as a temporal count. We pay attention to the counts of the
nodes coming in/out the rooms, because people usually stay in the rooms longer than on the hallway. Each point
contains the in/out data, location in the image, timestamp, depth from the camera, and cluster ID. The count of the
node in the room is added a count if the point belongs to the cluster correspond to the node, and vice versa.

3. RESULTS

The method is performed on a test case of a 3 minutes image sequence. It is taken by a single camera at a
hallway in the building of the Department of Civil Engineering at National Taiwan University.
3.1 Network

A part of the network is used in the test case. The details of the network are shown in Figure 3.

Node Distance (cm)
(Room)
Camera 0
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Camera 2 736
3 1260.4
4 2226.4

Figure 3. Network used for test case
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3.2 Image Sequence Processing

The package for detect and track is called deep sort _yolov3 (Qidian213, 2019). In the image sequence,
25 persons are tracked by the detect and track, and the ground truth are 20 persons in total. Most of the persons
are tracked once, but one of the tracks is split to several parts.

The depth estimation model adopted in our approach was implemented by Godard et al. (2017), and the
depth is calculated from the disparity between the image pair by Equation 1.

d=2 (1)

d
where d is the depth, b the baseline, f the focal length, and d the disparity.
Since we do not tune the model by ourselves, the baseline and focal length remains unknown. We use
(1/disparity) to estimate the relative depth. The estimation is performed on the 5405 frames from the 3 minutes

image sequence. Figure 4 shows the original input image and the estimated depth map, and Figure 5 plots the
depth of each track.
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Figure 5. Estimated depth of tracks

From the 25 tracks, 50 points are generated. Three cases for extracting depth value are considered: (a)
depth of the location of the foot; (b) depth of the center of the human; and (c) median over the bounding box.
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Figure 6. The center and foot of a detected human
Some cluster methods are tested. The K-means clustering is believed to be reasonable for our case.
Numbers of clusters from 1 to 9 are tested based on the three cases of depths. From inertia and elbow analysis,

shown in Figure 7, cluster numbers 3, 4, or 5 may be the best choice. However, from the visualization in Figure
8, K =5 and using depth of foot separates the doors best.
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Figure 7. Inertia (SSE, L,-norm) of clusters
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Figure 8. Some results after clustering

Additionally, the points containing and without depth information is trialed to proof the depth information
is required to have a more reasonable output, as Figure 9 shows.

KMeans n_clusters=5 data KMeans n_clusters=5 data_withd

Figure 9. Left: Clustering with (x,y) but without depth. Doors of node 3 and 4 are mixed.
Right: Clustering with depth. Green ones are the points coming in/out the FoV.

Finally, the case of K = 5 and using depth of foot is chosen for further analysis, Figure 10 illustrates the
clusters and the corresponding doors.
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Figure 10. Clusters and doors

The depth of each cluster is extracted and compared to the first door. The error between the estimated
depths of clusters and the measured distances in the network are within 30% and have a high correlation in
regression, as shown in Figure 11. The detailed numbers are depicted in Table 1.
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Figure 11. Relationship between distance and estimated depth

Table 1. The distance (depth) of the clusters and the distance of the network (can be seen as ground truth)

Node Cluster Network
(Room) distance scale distance scale Error of scale
X 348.777 15.230 - - -
4 185.028 1.000 2226.4 1.000 0%
3 121.941 0.659 1260.4 0.566 16%
2 43.437 0.235 736 0.331 29%
1 22.901 0.124 250 0.112 10%
camera 0 0 0 0 -

After the assignment, the counts are accumulated to each node. Table 2 shows the count of the nodes in
the room.
Table 2. The count of testing case and the ground truth (counted manually)

Node Cluster Ground truth
(Room) in out in out
X 4 4 2 1
4 6 7 5 7
3 7 7 5 5
2 5 5 4 4
1 3 2 2 2
4. DISCUSSION

From the tracking step, errors start to occur. The most is due to the occlusion between humans in the
images. The tracking model can be changed for a better performance, and would not change the whole procedure.
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Similarly, the depth estimation model can also be changed for obtaining the absolute depth. This may provide the
approach with more reliable data since the distances may not need to match based on their ratio.

In the clustering tests, the best cluster number is 3, 4, or 5 from analysis, and determined to be 5 in the
visualization with the network. There is the consideration of the (X, y) of points of different doors are close in the
image due to the perspective. Figure 9 also supports that besides (x, y), if the depth is used for clustering, the
performance of splitting door 3 and 4 is better.

5. CONCLUSIONS
In this research, we proposed a computer-vision based method to deal with the collection of human
distribution for a building. The procedure combines multiple information from the images, including human
tracking and depth estimation, to have an improvement on automation of human distribution data collection.
More testing image sequences are being collected to find the outliers and the weak part of the method.
Additionally, the location of cameras is considered to be limited by the FoV.
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Abstract: Time-motion human data are critical to analyzing activities of construction field crew and their
spatiotemporal interactions. A major limitation of the current practice, however, is that the context in which data
is collected is rarely incorporated in data analysis. This paper investigates the problem of incorporating context
into human activity recognition (HAR). This is achieved by using a multi-dimensional sequence alignment (MSA)
method that transforms raw body-mounted sensor data to basic human actions in a one-step process. In this paper,
an action is defined as a single, isolated effort (e.g., kneeling, pushing), while an activity refers to an ongoing
process over a period of time (e.g., pipefitting, welding). When grouped together, actions performed in a specific
sequence form an activity. The designed MSA method enables the recognition of human actions through
comparing the similarities between several time series sequences of body-sensor data, thus fusing contextual
information on temporal dependency with classification. The method is tested on a publicly available dataset in
subject-dependent and subject-independent classifications. It is found that in both cases, the 5-fold cross-validation
classification accuracy is >97% which is on par with or higher than the performances achieved in previous studies.

Keywords: Multi-dimensional sequence alignment, machine learning, human activity recognition, smartphone
sensors.

1. INTRODUCTION

Recent advancements in sensing and instrumentation technologies have resulted in a wealth of data in
architecture, engineering, construction, and facility management (AEC/FM) domains. This has provided great
opportunities for improving the quality and timeliness of decision-making through the use of data analytics and
data-driven decision support tools. The widespread adoption of data-driven applications at the operations level for
crew analysis, however, is still hindered by key challenges such as low data quality and inherent noise (Zamalloa
& Krishnamachari, 2007), rigidity of data processing frameworks (Islam et al., 2012), and the absence of context
integration in data analysis (Akhavian, 2015; Leite et al., 2016, Shrestha & Behzadan, 2017), leading to low
reliability of the generated process-level knowledge. In particular, incorporating context in machine learning (ML)
classification is not trivial. Previous research in other domains has shown that adding contextual information can
significantly increase the performance of data analysis. For instance, in a land cover classification project,
integrating contextual information (e.g., edge detection, iterative centroid linkage) allowed users to add or remove
classification components (e.g., labels assigned at pixel level) (Stuckens et al., 2000). In another application,
relevant items were recommended in an online marketplace when contextual knowledge was added to the
information on buyer’s item of interest (Adomavicius et al., 2005). Similarly, researchers were able to improve
classification accuracy of visual data using deep learning, particularly, convolutional neural networks, by merging
information of multiple adjacent pixels rather than information contained in a single pixel (LeCun et al., 2015).

In this paper, the prospect of using a bioinformatics technique called multi-dimensional sequence
alignment (MSA) for improving the reliability of human activity recognition (HAR) is examined. In the past, HAR
using vision-based or sensor-based techniques has shown to provide useful information in a variety of applications
such as ergonomic assessment (Nath et al., 2018; Chen et al., 2017; Cheng et al., 2012), safety monitoring (Lee et
al., 2011; Golparvar-Fard & Niebles, 2013; Ray & Teizer, 2013; Zhang et al., 2015; Ding et al., 2018), and
productivity measurement (Gong & Caldas, 2009; Gong & Caldas, 2011). The use of bioinformatics methods in
this research is inspired by the fact that living organisms at both macro (nature) and micro (species) levels are
extremely data-intensive yet superiorly efficient in processing vast amounts of data generated over time and across
multiple generations, making them capable of thriving despite significant anomalies. For example, during the DNA
(deoxyribose nucleic acid) replication, nucleotides (i.e. individual instances) are copied from parental DNA to the
child DNA while preserving the genetic information coded in the sequence of nucleotides (i.e. context) in the child
DNA (Rosenberg, 2009).

MSA is an extended form of sequence alignment (SA), a bioinformatics technique for evaluating the
degree of similarity between two strings of data by aligning one sequence with another using a series of heuristic
or probabilistic methods (Rosenberg, 2009). The authors have previously designed and tested a one-dimensional
SA technique (Shrestha et al., 2018) to post-process the output of HAR from body-mounted smartphone sensors
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(accelerometer, linear accelerometer, and gyroscope) by incorporating knowledge (i.e. context) about dominant
action sequences into the analysis. The goal of the authors’ previous study was to test the performance of several
ML algorithms in detecting basic human actions (i.e. climb up/down the stairs, walk, squat, lift, jump). To note,
these actions are the building blocks of more complex activities performed by construction workers (Nath, 2017).
For example, in a construction site, activities such as carrying or loading/unloading materials (e.g., drywall, bricks,
pipes) can be broken down into a sequence of basic actions (e.g., squat, lift, pull/push, walk). Thus, designing
algorithms that can achieve significance performance in classifying basic human actions can ultimately help
improve the classification accuracy of more complex construction activities. In light of this, the MSA method
introduced in this paper aims at streamlining (while maintaining accuracy and computational efficiency) the
previously developed two-step process (HAR followed by SA post-processing) of recognizing basic human actions
from raw sensor data. The developed approach is validated on a publicly available dataset containing sensor
recordings for general applications in HAR.

2. LITERATURE REVIEW
2.1  Fundamentals of Sequence Alignment (SA)

SA was originally developed as an alternative method for investigating the trends and comparing
information in DNA, RNA (ribonucleic acid), and protein sequences, by answering questions such as the function
or source organism of an unknown gene sequence, the relatedness of organisms, or grouping of sequences from
closely related organisms (Copasaro, 2018). These alignment principles were later expanded to other domains such
as social sciences (Gauthier et al., 2010) to advance the analysis of socio-economic data by producing normalized
data trends and comparing each data point to the trend. SA has also been used in the development of linguistics
algorithms to generate sentence-level paraphrases from unannotated corpus data (Barzilay & Lee, 2003) and
analysis of the sequential aspects within the temporal and spatial dimensions of human actions (Shoval & Isaacson,
2007). Furthermore, Huang et al. (Huang et al., 2010) illustrated the application of SA in studying dynamic human
interactions using passive radio-frequency-identification (RFID) from objects (describing parameters such as
location, motion, and orientation) to train a model for recognizing daily human actions in a home environment.
The variations between different instances of the same person and different people performing the exact same
actions were dealt with by using SA to recognize common patterns of change for each action.

As shown in Figure 1, SA evaluates two data sequences and expresses the degree of similarity between
these sequences by measuring the number of operations required to make them identical. These operations include
deletion, insertion, and substitution, where an element in the target sequence is removed, added, or replaced,
respectively (Shoval & Isaacson, 2007). The score of similarity produced as a result is inversely proportional to
the number of operations required to reach at identical sequences.
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Figure 1. The three primary alignment operations in SA algorithm

2.2 Multi-dimensional Sequence Alignment (MSA)

MSA is an expanded form of SA in which more than one attributes (i.e. dimensions) of source and target
sequences are compared, and degrees of similarity obtained from the comparison in each of the attributes is used
to calculate an aggregate score. With the advent of new computing capacities, and the expansion of SA beyond
bioinformatics, the principles of SA were also expanded to include evaluation of sequential datasets containing
more than one attribute (Joh et al., 2002). For example, in experiments previously conducted by the authors
(Shrestha et al., 2018), SA post-processing was applied to the output of HAR, which was essentially a vector (1-
dimensional sequence) of action labels. These action labels constituted the attributes of the target (predicted)
sequence and were compared with a source (actual or ground truth) sequence using a scheme similar to Figure 1,
in order to identify and correct anomalies in action recognition. In contrast, MSA looks at the multi-dimensional
raw sensor data (preceding HAR) and compares target and source sequences by aligning them across multiple
sensor data dimensions. In this paper, the authors demonstrate that using this approach, the two-step process of
HAR (for initial action recognition) and SA (for post-processing) can be replaced with a single-step MSA
implementation.

In principle, both MSA and HAR use some of the same ideas from supervised (inductive) ML. However,
although both algorithms use labeled (training) data to classify unlabeled (test) data, they vary in how they use
prior information. HAR is based on defining a variety of distinctive statistical features for a particular window,
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while MSA relies on the fact that various classes can be represented by the differences in the sequence of
information within a particular time window. Thus, the general trend in the sequence is used as the basis of
comparison and classification in MSA. A basic comparison between HAR and MSA is illustrated in Figure 2.
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Figure 2. Basic comparison of HAR and MSA methods

In Figure 2, a target sequence is compared against a source sequence using HAR and MSA. In MSA, the
discretized form of the continuous sensor data is compared, whereas HAR uses extracted features. The former
utilizes the variation within the sequences whereas the latter produces several features that are constant within the
window. This new approach comes with several advantages, namely the flexibility in choosing window sizes and
the starting position for each window, and the ability to choose a variable overlap length between windows that
can be changed during the implementation. In contrast, changing the starting position or the overlaps in HAR
requires re-extraction of features, which can significantly complicate the implementation and reduce
computational efficiency. In particular to extracting information on construction worker actions, the advantages
of MSA are unmatched since the pace of human motions in performing different actions varies significantly (e.g.,
quickly lifting a brick versus slowly plastering a wall), and thus being able to select a variety of window sizes
might be helpful for more accurately detecting these actions.

3. METHODOLOGY

As previously stated, the main goal of MSA implementation in this research is to classify an unknown
sequence of raw sensor data belonging to a particular action by comparing it with several data sequences with
known action classification. These comparisons are performed across several dimensions, where a dimension is
defined as data along a specific axis for a particular sensor (e.g., accelerometer data along z-axis). Therefore, the
total dimensions of collected data is the product of the number of sensor units, types of sensors in each unit (e.g.,
accelerometer, gyroscope, magnetometer), and the number of axes (e.g., X, Y, z axes) along which data is collected
from each sensor. The alignment process is conducted individually for each dimension of corresponding data of
source and target sequences and a score of sequence alignment is obtained. The scores collected from all
comparisons are then used to collectively assess the classification of the target sequence. The process by which
scores are calculated and evaluated is illustrated in the phase diagram of Figure 3.

Source repository Target sequences
continuous sensor data categorized sensor data
Source repository Target sequences
categorized sensor data continuous sensor data

l

l

Parameters of sequence

Score matrix

alignment
Target sequence
classified
Training phase Testing and classification phase

Figure 3. Basic comparison of HAR and MSA methods
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As shown in this Figure, the process consists of first collecting data required to implement the algorithm,
followed by a training phase where the optimal combination of parameters for MSA is identified, and a testing and
classification phase where action labels for unknown sequences are generated. These steps are explained in the
following Subsections.

3.1 Training Phase

In this phase, correctly labeled data is used as source sequence (i.e. ground truth) against which unknown
data points are compared. The time series data first go through a normalization process to remove subject-
dependency, as different people perform the same actions differently. Once normalized, time derivative (i.e., slope)
of each sensor reading is calculated to factor in the general trend between successive normalized amplitude values.
If readings of a particular sensor are a; and a;_, at time stamp t; and t;_;, respectively, the slope of the
reading at t; is calculated as ——==% This is repeated for data across all dimensions, actions, and subjects.

i~ ti-1

The comparison principles used in MSA are primarily based on ordinal categories and therefore,
continuous sensor data needs to be discretized (Garcia et al., 2013). Discretization is a commonly used technique
for data reduction while improving performance, especially in supervised ML applications. In this research, global
discretization in a direct equal-frequency splitting framework is implemented, as described by Liu et al. (2002).
Global discretization methods incorporate information available in the entire space, therefore the obtained discrete
data can be examined in the context of all available data points (Garcia et al., 2013). Furthermore, in order to
negate the effect of outliers, frequency splitting techniques (Garcia et al., 2013) are used which rely on positional
information such as percentiles to determine the boundaries of categories.

In particular, percentile ranks are used to discretize the continuous data points and assign each point to
one of 20 categories by comparing against all the data points available in a particular dimension. Each category
contains 5 percentile ranks, i.e., the first category includes data in the Oth to the 5th percentiles, the second category
includes data in the 6th to 10th percentiles, and so on. It is worth mentioning that the number of categories in this
implementation is limited to 20 since existing SA algorithms were originally designed for bioinformatics
applications to compare sequences of amino acids. Given that most organic matter is made up of 20 basic amino
acids (Simoni et al., 2018), current SA algorithms are limited to an alphabet representing the 20 amino acids.

3.2 ldentification of Optimal SA Parameters

The accuracy of action classification is dependent on the scores derived from SA which in turn are affected
by a number of parameters. The optimal set of parameters is selected from a pool, and comprise those that perform
most consistently across different datasets. This is ensured by implementing cross validation in the source data
across different folds. The combination of parameters that produces the highest average accuracy is selected as the
optimal combination. The parameters that can be varied are as follows,

e Number of data points compared: Changing this parameter can affect the time interval used in the
comparison. For example, a sequence with 50 data points will cover 2 seconds in a 25 Hz dataset, whereas
one with 100 data points covers 4 seconds.

e Scoring matrix criteria: A score generally increases for a positive match and decreases in case of a
negative match. Here, different combinations of ratios of positive and negative matches can be tested.
Moreover, since the comparison is based on categories derived from continuous data, the distance
between the various categories also has significant implications in terms of the general trend. For instance,
a mismatch between categories representing the 4th percentile and 6th percentile would have less
significance compared to a mismatch between categories representing the 5th percentile and 97th
percentile. Thus, the negative score assigned to the former mismatch would presumably be different than
the one assigned to the latter.

e Number of comparisons: In each iteration, the target sequence is aligned with a number of sources
sequences, and this is varied as well. In theory, best results occur with the maximum number of
comparisons. However, this is tested by varying the number of comparisons.

e Comparison window overlaps: In a dataset collected from an uncontrolled environment, it is difficult to
computationally identify when a new action cycle begins or how long an action cycle lasts. Moreover,
this can vary across instances and among different people. In order to minimize the effect of out-of-phase
SA comparisons, overlaps between different comparison windows can be used to reduce the number of
such comparisons. This process is also essential to identify the most useful metric of overlap.

3.3  Testing and Classification Phase

Similar to the source sequence, for the target sequence, normalized slope values are calculated and then
discretized into 20 ordinal values. However, the percentile ranks of the target sequence data points is identified by
comparing against available source sequence values. The reason is that in online classification (i.e., classification
performed as new data points are added), only a limited sample of the target sequence is available at the time of
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classification. As illustrated in Figure 4, each target sequence window is compared against several source sequence
windows, across all dimensions. Each comparison produces a score, resulting in a collection of scores depending
on the parameters of comparison. Each SA comparison is conducted with sequences of s x f data points, where
s is the size of the window (in seconds) and f is the frequency of data collection (in Hz).

Dimension
n
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Figure 4. Score matrix generation for a particular target and source window across actions and dimensions

For a given known action x, dimension n, and window k in the source sequence, a corresponding score
Senx is calculated. The dimension sum score (SS¥) is then calculated by adding individual scores across all
dimensions, i.e., SS¥ = X, S,k For instance, in the process illustrated in Figure 4, a target data sequence
window with N dimensions is compared with source sequence windows. This is repeated for each of the actions
and a score matrix containing the scores of alignments for all dimensions and actions for this particular target
sequence window is obtained. The sum of the scores across different dimensions yields SS¥, as illustrated in
Figure 4. The calculation of SS¥ is performed for every labeled window of each action in each source sequence.
Using this holistic approach, the comparison yielding the highest SS¥ determines the action label of the unknown
window in the target sequence. Since there are k windows in the source sequence, this step identifies k actions.
Finally, majority voting is used to select the action label of for the particular window in the target sequence.

4. EXPERIMENT

The experimental data used in this research is obtained from the University of California Irvine (UCI)
Machine Learning Repository (Lichman, 2013) which houses a publicly available dataset (Barshan & Yksek,
2014), containing sensor recordings collected for general applications in HAR. The dataset contains data from 8
subjects (4 males and 4 females, between the ages of 20 to 30) performing five common human actions (stand,
walk upstairs, walk, run on a treadmill, and jump) in indoor (a sports hall building) and outdoor areas. Subjects
performed each action for 5 minutes while data was collected from 5 sensor units mounted on left and right arms,
left and right legs, and torso. Data was collected at 25Hz along X, y, and z axes, and each sensor unit comprised of
an accelerometer, a gyroscope, and a magnetometer. Table 1 contains a description of the collected data.

Table 1. Summary of different parameters of the input dataset
Category Count Description

Actions 5 stand, walk upstairs, walk, run (on treadmill), jump
Subjects 8 4 males, 4 females, 20-30 years old

Sensor locations 5 left and right arms, left and right legs, torso

Sensor types 3 accelerometer, gyroscope, magnetometer
Orientation 3 along x, y, z axes

Dimensions 45 5 data units x 3 sensor types x 3 orientations = 45
Frequency 25 Hz 25 data points per second

Data duration 5 min. per action per person

Total data points 300,000 8 people x 300 seconds x 25 Hz x 5 actions
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5. DATA ANALYSIS AND DISCUSSION
5.1 Evaluating the Effectiveness of MSA for Action Identification

The UCI dataset is used for subject-dependent and subject-independent classification. The MSA algorithm
was implemented in High-Performance Research Computing (HPRC) clusters at Texas A&M University (HPRC,
2018).

For subject-dependent classification, for each subject, 25 minutes of available data is divided into 15
minutes of training and 10 minutes of testing data constituting a breakdown of 60%-40% for training and testing.
The training sample is used to identify the optimal combination of parameters of the most accurate classification.
To achieve this, a 5-fold cross validation is implemented with different combinations of score matrix, window
length, and the particular sensors used. Figure 5(a) illustrates the classification confusion matrix obtained for all
subjects using a 45-dimensional MSA applied to data from all 5 sensors. In this implementation, 4 of the 5 actions,
namely stand, walk upstairs, walk, and run are classified with very high accuracy (100%, 99%, 100%, and 100%,
respectively), whereas the accuracy of classifying action jump is slightly lower, and this action is confused with
action walk upstairs in ~6% of instances.

Walk Walk
Stand  upstairs ~ Walk Run Jump Stand  upstairs ~ Walk Run Jump
Stand | 100% 0% 0% 0% 0% Stand | 100% 0% 0% 0% 0%
Walk upstairs | 0% 100% 0% 0% 0% Walk upstairs | 0% 100% 0% 0% 0%
Walk | 0% 1% 99% 0% . 0% | Walk | 0% 8% 92% 0% 0%
Run 0% 0% 0% 100% 0% Run 0% 0% 0% 100% 0%
Jump 0% 6% 0% 0% ‘ 94% | Jump 0% 2% 9% 0% 89%
(@ (b)

Figure 5. Confusion matrix for subject-dependent (a) and subject-independent (b) MSA classification using data
from all 5 sensors (45 dimensions)

The designed MSA algorithm is also tested for subject-independent classification. In this case, data from
4 of the 8 subjects is designated as training sample, whereas data from the remaining 4 subjects is used for testing.
This selection of training and testing subjects is done randomly and repeated 8 times to produce 8 different
combinations of training and testing samples. Figure 5(b) illustrates the confusion matrix of subject-independent
classification implemented on these 8 combinations using 45-dimensional data collected from all 5 sensors.
Comparing Figures 5(a) and 5(b), it is seen that the classification accuracies are almost comparable with a slight
decrease in some cases for subject-independent classification. For example, while actions stand, walk upstairs, and
run are classified with extremely high accuracy in both scenarios, classification accuracy of actions walk and jump
decreases by 7% (from 99% to 92%) and 5% (from 94% to 89%), respectively in subject-independent classification.
This reaffirms that variations in how subjects perform can impact the overall accuracy of action classification.

5.2  Benchmarking the Performance of the Designed MSA Implementation

The effectiveness of the designed MSA implementation is benchmarked against previous work that used
the same dataset in subject-independent implementation. As listed in Table 2, the algorithms implemented in
reference applications include Bayesian decision-making (BDM), rule-based algorithm (RBA), least-squares
method (LSM), k-Nearest neighbor (k-NN), dynamic time warping (DTW), support vector machines (SVMs),
artificial neural networks (ANN) (Altun et al., 2010), and time series shapelets (Liu et al., 2015). Table 2 indicates
that the classification accuracy achieved by the designed MSA approach in this research (97.5% for subject-
independent classification) is on par with or higher than those achieved in previous studies. The highest accuracy
was achieved by Altun et al. (2010) using the BDM algorithm.

Table 2. Comparison of classification accuracies obtained from different algorithms

Classification algorithm Reference Accuracy
Bayesian decision making (BDM)  Altun et al. (2010) 99.1%
Rule-based algorithm (RBA) Altun et al. (2010) 81.0%
Least-squares method (LSM) Altun et al. (2010) 89.4%
k-Nearest neighbor (k-NN) Altun et al. (2010) 98.2%

Dynamic time warping (DTW) Altun et al. (2010) 82.6%
Support vector machines (SVMs)  Altun et al. (2010) 98.6%
Artificial neural networks (ANN)  Altun et al. (2010) 86.9%

Time series shapelets Liu et al. (2015) 87.3%
HAR-SA (two-step) Shrestha et al. (2018) 98.0%
This work: MSA (single-step) 97.5%
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6. CONCLUSIONS

In this paper, a new MSA method for contextualization and classification of basic human actions was
presented. Using this MSA implementation, actions were classified with high fidelity by comparing various
attributes (i.e. data dimensions) of raw time-motion data sequences, and aggregating the obtained alignment scores.
Further, a distinction was drawn between actions and activities by defining action as a single, isolated effort, and
activity as an ongoing process over a period of time. Actions can thus be viewed as building blocks of complex
activities performed by construction workers (e.g., activity welding can be broken down into a sequence of actions
such as kneeling, holding, extending arm). It was therefore established that designing algorithms that can achieve
significance performance in classifying basic human actions can ultimately help improve the classification
accuracy of more complex construction activities. Compared to traditional HAR algorithms, the designed MSA
approach considers trends between data points and action dependency information as part of the classification
process, and provides more flexibility in dealing with variable window sizes. Overall, both HAR and MSA process
data through reduction by identifying representative subsets of data. While HAR uses statistical features, MSA
relies on categorical representation, which is a common technique in supervised ML and has been validated in
numerous applications. To examine the performance of the designed MSA algorithm, a publicly available dataset
consisting of data collected using 5 sensor units mounted on 8 subjects performing 5 actions for 5 minutes each
was used in both subject-dependent and subject-independent scenarios. On average, after several iterations, the
accuracy of action recognition was 98% for subject-dependent classification, and 97% for subject-independent
classification when data from all 5 sensor units (i.e. 45 dimensions) was used.

In the designed MSA implementation, the number of ordinal categories used was limited to 20. Further
work in this research will investigate ways to remove this constraint with the expectation that with greater
granularity in categorization, the accuracy of classification is improved. Moreover, while this study investigated
the performance of MSA algorithm on secondary data (collected by other researchers), future work will also aim
at applying MSA to primary data which will include sensor data from construction worker actions.
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Abstract: According to the growing trend of the world population, the need for underground transportation is
increasing. To satisfy the urban development the use of the underground space acquired increasing importance and
consequently tunnels are playing an essential role in the development of urban infrastructures.

A variety of construction methods have been developed for tunneling; in an urban area, the mechanized excavation
by using a tunnel boring machine (7BM) is the more effective option. Tunnels are constructed under various kinds of
geological conditions, different from hard rock to very soft soils. By respect to the number of empirical and semi-empirical
methods obtainable for predicting phase in mechanized tunneling, there is a beneficial advantage to using intelligence
instrument. This paper aimed to the presented the advantages of inteligence prediction tool with used artificial neural
network(4NN). The ANN crate based on different advance algorithms and data collected from the real Tunnel project. Carry
out networks optimization and advantages of the method on time and human resource in projects proposed. The relevant
results proved that the capability of this method for prediction and shown good agreements between prediction results .The
main aim of this study is to introduce the capable Artificial Neural Networks (4NNs) as well as the effectiveness of ANNs in
order to predict the 7BM performances employed for tunnel excavation.

Keywords: Intelligent system, ANNs, Tunnel Boring Machine, TBMs.

1. INTRODUCTION

Among the primary tasks of during tunneling, there needs to be a continuous heedful inspection to
prevent unintentional damage to the existing on/underground infrastructure. To this regard, the on-site engineer
should examine the ground distortion and its settlement at every stage of the work and ensure that the
observations are in line with those previously calculated during the design process. In fact, there exist a number of
methods, varying depending on the complexity of the problem, reported in the literature of tunnelling engineering
which tries to predict the ground deformation induced by tunnelling. In circumstances that the tunnelling being
done in soft ground, numerous studies have been conducted to account for various environmental features.

The artificial intelligence methodology developed in the past few decades can be quite promising,
especially as an artificial neural network (ANN) has been proved to be quite strong when the problem under
investigation is associated with understandable non-linearity in its essence. As a matter of fact, there is always a
considerable concern when it comes to scooping out soil in highly occupied urban regions, where not only there
is the likelihood of inadvertently damaging the adjacent structures, but also there is a high risk of fatality or
injuries for both construction laborers and people living in the vicinity. To this respect, realizable estimation model
which can be able to approximate the true ground settlement and its distortion due to tunnelling is a vital research
line that can save lives and money and bring along a safer workplace with less risk of failure. To meet this end,
the scope of the present study is to propose a prediction model based on ANNs which are particularly popular
due to their ability to foreseeing the non-linearity of geotechnical problems. As time passes, an enriched record of
data related to tunnelling is available which can be useful when training and building up the ANN model. In
addition, ANN models can acquire higher accuracy in their prediction when they are fed with on-going recorded
data from the previous projects or even the concurrent ones. There are numerous features which boost the
capability of ANN models. Generalization is one of the primary factors in ANN models make a developed model
to be used for even non-trained data. Once, sufficient data is provided for an ANN model, the developed model
can later be used to estimate the outputs from any other input data as long as they are in the same scope. In other
words, any ANN model is trained to learn the features underneath the problem under investigation, and once the
model is developed, there is no need for re-training and it can be used instantly to predict new dataset. The
literature of neural network models’ application in tunnelling involves both excavations using 7BM (e.g.
Suwansawat and Einstein, 2006) and sequential excavation method.

2. ARTIFICIAL NEURAL NETWORKS (ANNSs)
Artificial neural networks include a user-defined number of layered-neurons connected pairwise to each

other where the neurons are tuned to during the training phase when fed by the input data to estimate the
output. To this
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regard, the general processes in ANN can be categorized into (1) learning; and (2) recall. During the training process,
the network is fed by the input data from the first layer of neurons where the number of neurons in the first layer is
equivalent to the number of features. Later, these input data are mapped into other dimensional feature spaces
according to the number of neurons in the hidden layer, and then they are converted into the output layer where the
number of neurons is equal to the number of output. The recall process is the diverse procedure taken from the output
layer reaching the first layer of input. ANN is the most popular technique of artificial intelligence techniques able to
learn from the input data to predict any other unseen problems Wasserman, 1989; Limpon, 1987; Kosko,
1958; Nielsen, 1998. ANN attempts to resemble what a human brain actually does during its information handling
process. The great popularity of the application of ANN models in engineering and especially geotechnical engineering
originates from its ability in accounting for non-linearity among the features of the problem without the need for the
analyser to understand all these non-linear correlations Agrawal et al. (1994)stated that ANN is a suitable means of
approximating the functions for mapping from the sample input data to the output. The greatest advantage of ANN in
comparison with existing statistical methods is its self-sufficiency without the need for a precise and exhaustive
mathematical model.

During the past few decades, ANN has found its grounds for applicability in geoengineering with respect to
numerous subjects Ni et al. (1995) could successfully propose a fuzzy-based neural network to assess the failure slope.
Juang and Chen (1999)Tailored ANN models which were able to estimate the liquefaction resistance and potential
from cone penetration test (CPT) based on a huge historical dataset. Juang et al. (2000) Took advantage of the
capabilities of ANN to estimate the cyclic resistance ratio (CRR) based on several soil parameters particularly being
used when investigating the potential for liquefaction. The architecture of the ANN i.e., the number of layers as well
as the number of neurons in each layer, can be designed to solve considerably complex problems (Hornik et al. 1989).
In multi-layer perceptron neural network with three layers of neurons, as shown in Figure. 1, the input layer is
connected to the output layer through interconnected neurons lying on the middle layer, called the hidden layer. The
mapping function between the input layer and the hidden layer takes the input variables, x j, multiplied by their weights,
w j, and summed and added to the threshold value denoted by w0 which is formulated as follows:

Wot 37 wjxj (1)
Jj=

Here, m denotes the number of input variables. In almost all ANN application cases in geo-technique
engineering, the mapping function is preferred among the possible options as Berry and Linoff 1997: the sigmoid,
linear or hyperbolic tangent. To identify which number transfer function is more efficient in mapping between the
layers’ input, simply several functions can be tested and their results can be compared against each other to choose
the best mapping function. In theoretical aspects, the mapping functions can vary from one layer to another, but in the
context of engineering practices, this is not a recommended approach since it cannot change the ANN capability
considerably. The architecture of the ANN is set by the number of layers and the number of neurons in each layer.
However, the input layer and the output layer have a fixed size in terms of a number of neurons which are specified
by the problem.

The input parameters show the ANN input data; whereas the output data are the desired physical quantities.
The optimal layout of the neural network architecture does not have a general rule, but the best practice to set the
number of hidden layers and the neurons in each layer is using trial and error. More details on the architectural design
of the ANN can be found in Fausett (1994) and Philippe (1997). For an instance, the ANN trained and proposed by
Kim et al. (2001) was set to consider 19 features in the input layer while mapping the input variables to a single output,
ground surface settlement, testing the network performance with 24, 47, and 94 neurons in the hidden layer. Neaupane
and Adhikari (2006) Presumed five and nine neurons lying in the two hidden layers with six input neurons in the input
layer to be used for estimating one single output, horizontal displacement. Suwansawat and Einstein (2006) trained an
ANN model with three layers of 13 input neurons in the first layer, 20 neurons on the hidden layer and only one single
output. The sample input data during the training phase is divided into train and test where the weights in the ANN are
adjusted using the training dataset and then the error of the prediction is compared against the test data.
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Figure 1: General Concept of ANN and MLP

The ANN training procedure follows an algorithm to minimize the error index on the test data set when the
network is trained using the training data set. The learning procedure of the ANN is called back-propagation algorithm
in which the network is once fed forward using the input data and then using the deviation from the estimated output
data versus the real output data, the network path is reversed to adjust the weights in order to minimize the deviation.
This entire process is repeated several times to reduce the error in prediction. This whole procedure is illustrated
visually in Figure. 1 (Haykin 1994; Patterson 1996), once the error falls below a pre-defined threshold, it can be
claimed that the ANN model is trained successfully. When the weights in the network are adjusted and fixed, then the
network is called a trained network which can later be used for prediction of any other data which was previously
given or not given to the mode as long as the input data values lie within the range of training limits. Apart from the
necessity of dividing the data into train and test data set, another set of data is useful to be considered, which is called
the validation set. The validation set is used to ensure that the network is not “overtrained” or in more sampler words
the network has not memorized the correlation between the input data and out data sets.

This problem is often known as overfitting problem which states that although the error of the trained and
developed ANN model lies within an acceptable range when a new data is given to the model, the accuracy falls down
significantly. This is because that the fitted non-linear function between the input and output datasets has memorized
the correlations rather than learning it. Overfitting can be caused when the number of neurons or hidden layers is
increased, meaning that a higher degree of non-linearity is allowed to be considered in the mapping function
Suwansawat and Einstein (2006). Data set division for training and validation phases in ANN models is an important
factor that affects the performance of the ANN. The importance of the selection of the data to be included in the training
data set is vital since it needs to represent the whole data set. In addition, the maximum and minimum limits for each
feature (input data) should be included in the training set since the extrapolation cannot be done in the ANN model.
There are several studies available in the literature investigating the importance of data division in developing ANN
models. It is once proposed by Javadi (2006) to arrange the data in 11 combinations wherein each one could be used
to train and develop the ANN model and then choose the one with the best result Yoo, C., and Kim (2007). Used a rule
of thumb data division rule of 80%-20% wherein 80% percent of the data were used for the training phase and 20%
was used for the test. However, Suwansawat and Einstein (2006) examined its developed ANN by dividing the data
into two equal sample sizes for training and test. Although the increase in the number of input data increases the
accuracy, it should be noted that the computational burden is also heightened. In brief, if the effect of the total number
of data is neglected, there is not a general prescription for the division of the data into training/test data set. If the
training sample is too small then the training algorithm of ANN will not be able to achieve high accuracy of prediction;
meanwhile, if the training data size is large not only the computational effort must be increased but also the overfitting
problem might occur.

As a general rule, it is often recommended to use an optimization procedure to determine the number of data
in the training sample data. In the present paper, the optimization analysis resulted in 70% of the data being used for
the training set and the remaining 30% for the test phase.

3. ANNs IN TUNNELLING

Often, the existing structures at the vicinity of the working place making the process of tunnelling extremely
more complicated and the on-going plans for enlarging the cities is aggravating the situation. Hence, it is quite a more
rational approach to be prepared for possible scenarios being thought of during the planning phase of the construction.
One of the most common techniques to overcome such difficulties in tunnelling projects is to use surface
instrumentation to ensure the quality of the project.

The influential factors when investigating the ground movement can be divided into three main aspects:

*Geometrical characteristics: Cross-section area (equivalent diameter), excavation face height, type of

71



Proceedings of the 4th International Conference on Civil and Building Engineering Informatics, 2019

support, overburden, depth, single or twin tunnel, pillar width for twin tunnels, etc.

*Ground characteristics: Deformability modulus, Poisson’s ratio, lateral earth pressure coefficient,
permeability, friction angle, cohesion, unit weight, etc.

«Excavation and support process: Excavation method (Sequential Excavation or 7BM), excavation type (full
face or sequential mining), distance from the face to support, support time, support methods (anchoring, shotcrete,
steel sets), advance rate, etc.

In real practice, their numerous factors actually affecting the tunnelling construction; however, the common
practice is to collect only those parameters with the most significant influence on the outcome. Otherwise, it might be
even impossible to undertake the analysis due to the computational burden. In tunnelling project, since the data of
ground settlement and movements are known thus the ANN models used in tunnelling engineering is also known as
supervised learning analysis, and in so many studies the MLP have been already used such as Shi et al., 1998; An et
al., 2004; Suwansawat, 2004 ; Suwansawat and Einstein, 2006. Suwansawat (2004) states that the ANN models are
highly efficient in handling the non-linear correlation between the influential input parameters. The ANN models are
able to approximate the output with quite a high accuracy and thus it has become a widely accepted technique to be
used in tunnelling projects. Shi et al. (1998) implemented the MLP neural network which was trained and validated to
estimate the settlement during the project time span of sequentially excavated tunnels for the subway in Brasilia. The
purpose of their study was to estimate the settlements in the remaining phases of the projects according to the recorded
data from the initial phases. To this end, the first 6 km of the tunnel was used during the training process and then 500
m of it was used for the test step. The ability of ANN was proved to be almost 50% better than other conventional
methods of estimation since the former had 33.4 mm of error whereas the latter had 70 mm of error. The correlation
coefficients for their developed ANN models were 0.832 and 0.575 for the training and test data set, respectively. An
et al. (2004) chose a subway tunnel project in Shanghai as his case problem to test their developed MLP neural network.
In their study, they used the optimization algorithm of genetic algorithm to identify the optimal values for the neural
network architecture parameters, such as the number of hidden layers and the number of neurons in each layer.
Although a significant difference was observed when predicting the settlement rough, the ANN model was quite
promising in terms of its accuracy with respect to tither methods. Suwansawat and Einstein (2006) selected the tunnels
in Bangkok as to test their MLP neural network. Among their input parameters were 7BM operational parameters,
groundmass characteristics, and surface movements. The most difficulty they had when gathering the input data was
to collect the parameters associated with instruments. Their study was limited to shallow tunnels; however, their study
also proved the efficiency of the ANN models in tunnelling projects.

4. THE EXAMPLE OF CAPABLE ANNS
4.1 RADIAL BASIS FUNCTION (RBF)

Radial Basis Function is categorized as one of the several existing types of multi-layer neural network
typically includes three layers of neurons (Schalkoff, 1997), which is the case used here. The radial basis function
neural networks are generally trained using a diverse set of learning algorithms, e.g., two-step hybrid method (Haykin,
1994). The hidden layer in radial basis function neural networks can be interpreted as a classifier on the input data fed
to the network, thus are often called cluster centers. As the name of the neural network implies, unlike the ANNs where
the sigmoid function is used to convert the input data into a range of 0 and 1, the radial basis function neural networks
employ a Gaussian Kernel (Haykin, 1994). The radial basis function (RBF) neural networks can be concentrated at a
point prescribed by the given set of unit weights. Widths and positions in the Gaussian functions are identified during
the training procedure of the network. The output neurons employ a linear relationship between the RBF’s. There is
not a general rule or any demonstration to judge whether to use the RBF networks and backpropagation multi-layer
perceptron (MLP) (Pal and Srimani, 1996). One of the advantages of RBF networks is that they can be trained faster
than the general MLP networks; though that they are adaptable i.e., not easily implemented once a modification is
needed (Attoh-Okine et al., 1999). The best statement to state which method should be used is to check the output
performance. Assume that a classification problem needs a Kohonen network, where several types of ANN models
such as BP and RBF might be practical, there is the need that the parameters affecting the ANN should be optimized.
To this end, the authors can refer to a study conducted done by Hudson and Postma (1995). In the process of RBF, N
number of basis functions, one for each input data, are used which are defined as ¢ (x — x) p where ¢(x) is a non-linear
function. The subtraction of x — x p actually governs the function ¢, next the following formulation is used:

N

fx) =E1 Wpo(lX — Xr) 2)
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The algorithm aims to find the weights, Wp such that it can cover all the inputs. Three widely-used layers in
RBF are input layer, hidden layer, and output layer. The RBF only has one layer of neurons in its hidden layer unlike
what ANN models which might have several numbers of mapping layers. To this regard, the RBF is quite efficient in
saving time and computational effort often needed for training the MLP ANN models. The RBF is able to transform
the non-linearity existing in the problem due to some unseen correlation between the influential factors, to a linear
output. The radial activation function usually defined by “Gaussian function” is used to map the input data into the
neurons in the hidden layer. Last, the final output is the weighted summation of the non-linear inputs mapped to the
output layer, which changes the non-linearity in the problem into a linear relationship which is quite easier to be solved.
RBF technique of neural network is used for making accurate predictions. Figure 4, shown the architecture of the RBF'
network.

gaussian
> RBF units

Figure 2: The Radial Basis Function (RBF) network structure
4.2 Extreme Learning Machine (ELM)

The extreme learning machine (ELM) as an emerging learning technique provides efficient unified solutions
to generalized feed-forward networks including but not limited to (both single- and multi-hidden-layer) neural
networks, radial basis function (RBF) networks, and kernel learning. ELM theories1—4 show that hidden neurons are
important but can be randomly generated and independent from applications and that ELMs have both universal
approximation and classification capabilities; they also build a direct link between multiple theories (specifically,
ridge regression, optimization, neural network generalization performance, linear system stability, and matrix theory).
Consequently, ELMs, which can be biologically inspired, offer significant advantages such as fast learning speed, ease
of implementation, and minimal human intervention. They thus have strong potential as a viable alternative technique
for large-scale computing and machine learning.

4.3 Using Back- Propagation Algorithm and Delta-Rule

One of the main advantages of using a neural network revolves around its ability to learn from samples and
to gradually improve its performance through a learning stage. In general, a neural network formulates a relation
between input and output values through an interactive process of weights and bias adjustment. Accordingly, a more
knowledgeable network about the mentioned relation will be developed after each iteration of the learning process.
Basically, the back-propagation learning algorithm consists of two parts pass through different layers of a network as
follows: a forward pass and a backward pass. Considering the forward pass, as explained, an input pattern is applied
to the nodes in a forward direction from the input to the output layers of the network with propagated effects layer-
by-layer. Finally, an output is produced as a response to the network. In case the response is different from the desired
actual value, error corrections will be required by distributing error values back through layers to adjust weights and
bias of the network.

This is what the back-propagation or error back propagation algorithm is responsible. As shown in Figure

4.10, a multi-layer perceptron network is a fully connected network, in a way that a neuron in any layer is completely
linked to all nodes/neurons in the previous and/or next layers. As mentioned before, the processing signal flows
through layers in a forward direction, i.e. from left to the right of the network. Figure 5.8 represents a selected section
of a multi-layer perceptron network. Considering a back propagation network, two kinds of signal can be defined as
follows: (1) Function Signal: This signal performs as an input signal (stimulus) which starts at the input layer,
propagates forward (neuron by neuron and layer by layer), until it finally reaches the output layer known as the output
signal. (2) Error Signal: An error signal originates from an output neuron of the network to be distributed backward
throughout the network at layer by layer level.
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—— Function signals

e B Error signals

Figure 3: Directions of two basic signal flows in a multi-layer perceptron: forward propagation of function signals
and back-propagation of error signals

5. AN EXAMPLE OF PREDICTION RESULTS OF TBM PERFORMANCES BY USING ANN EXAMPLE
AND DISCUSSION

In the face of training numbers presence often organized it is known that “predictability” of an ANN different
depending on the designed network and training relations. Moreover, ANN learning should accomplish by high
accuracy to assurance general approximation for other applications. Though, as mentioned in literature there is no
method applicable of existence used for the selection of optimal parameters and relations of neural network training,
excepting of “pilot Training Method” which have been introduced by M. Ramezanshirazi, et al (2019). Based on a
pilot study, tried to select optimal network and adapted training factors to decide about the final pattern.

According to compression between results of trained and tested data, the optimal network selected as a
reasonable tool for prediction of maximum surface settlement. Pursuant to the value of Coefficient of determination
(R?) and Mean squared error (MSE). Moreover, as illustrated fitting results figure 4, there is a good agreement in
learning and testing part and, there are good agreements with measured and predicted data and with this results, it is
possible to check the ability of the network to predict the new data with the optimal weight of learned network. In this
case, when obtained reasonable results from each network, should save the optimal weights and keep it for applying
on a new case. So, the advantages of the new models will be considered to optimize time on a real site. Is worth to
note that it is possible to present to the engineers just matrix of optimal weights, not the complete network.

Test-ELM 4 Test MLP-Delta
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Figure 4: Prediction of 7TBM performances through the ANNs

5.1 Effect of Hidden Neurons

Arguably, different numbers of hidden layers and/or nodes will result in performance variation. Basically,
they both result in higher mapping accuracy between the input and output data as well as developing a more complex
function to fit the input data closer. However, a higher number of hidden layers and/or nodes cannot necessarily imply
as a more accurate and optimal network in comparison to the one with a lower number of hidden layer and/or nodes.
Like before, such network will be able to provide almost perfect answers to the training set of problems (i.e. MSE =0
or R?= 1) but fails to generalize a valid solution to different new problems. This issue is known as "overfitting". In
this regards, figure 5 illustrated the improvement trends of prediction results due to the calibration of a number of
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hidden neurons.
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5.2 Effect of Training Epoch

Since each neural network can learn and correct their errors in each iteration they go through backpropagation
algorithm. Therefore, a higher number of iterations or epochs results in greater error reduction during the learning
period that leads the network to closely follow training data patterns to be fitted to them. By increasing the epoch
number, it can be seen that the performance of all networks improves with a lower error or MSE value.
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Figure 6. The improvement trends of the fitting results according to the number of epochs
CONCLUSION

The Artificial Neural Networks (ANNs) procedure introduced as a predictor tool for using prediction of TBM
performances due to mechanized excavation. The proposed method includes introduced three capable models based
on neural networks for using to tunnelling excavation in different ground condition. The relevant results proved that
the capability of the aforementioned methods for prediction of excavation performance. According to the procedure
of ANNs, a number of advantages such as simplifies of input data, general approximation, simple designing and
accuracy in trained and tested results are non-negligible. Moreover, using networks in homogenise ground condition
is more significant to operate this instrument.

Based on several studies on prediction of excavation performance by a number of different networks, this
research could be beneficial and recommended for using as one accurate predictable tool to the optimization of time,
instruments and human resource in projects. The important limitation of ANNs needs to the preparation of enough
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database for the training part.
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Abstract: Automated construction creates an intricate working environment involving workers and machines.
The added complexity of automated construction demands a rigorous monitoring system compared to
conventional construction. The first stage of developing such a monitoring system is the identification of
construction operations. This paper discusses a methodology for the identification of construction operations
from sensor data. The methodology is illustrated using the case study of a coordinated lifting equipment
implemented in a laboratory. The data is collected from a small scale structural frame consisting of steel
modules in a controlled laboratory condition. The automated system follows a top-down construction method
where the major construction operations are performed at the ground level and the structure is lifted upwards in
stages. Strain and acceleration measurements were collected from the structure during construction. Each
operation is associated with a unique pattern of measurements at each sensor location. The measurement data is
used for analysis by support vector classification. Parameters like error penalty (C) and width of Gaussian kernel
(o) were varied to obtain the best prediction results. The results of the analysis show that the linear classification
gives better results compared to the nonlinear classification for all operations except coordinated lifting.
However, coordinated lifting is the best-predicted operation with an accuracy of 96%. Selection of optimal
values of C and o enhances the accuracy of classification. The features extracted from data seems to highly
influence the learning of the algorithm and the performance of prediction. The results show the potential for
using machine learning techniques for monitoring automated construction operations.

Keywords: Automated Construction, Construction Monitoring, Machine Learning, Support Vector Machines

1. INTRODUCTION AND BACKGROUND

The construction industry is reported to be one of the most unsafe working environments in the world
(Bureau of Labor Statistics, 2018). Labors as human beings have an inherent tendency to avoid accidents which
can be anticipated. However, accidents are inexorable due to unpredicted circumstances and numerous parties
involved. The sophisticated collaboration of machines and manpower in an automated construction creates a
more intricate scenario than conventional construction. The instability and subsequent failure of the structure
under construction can be one of the major reasons which cause catastrophic accidents at construction sites.
Therefore, continuous monitoring of the structure and operations is essential for automated construction.

1.1 Automated Construction Methods and Monitoring Systems

(Bock & Linner, 2016) have analyzed automated or robotic construction systems adopted around the
world and classified them based on the working direction and location of the main operations into 10 categories.
Four of these automation systems are called sky factories in which the central operation unit is situated on the
topmost floor and construction works are progressing in the upward direction. Three of the systems are called
ground factories where building units are constructed at ground level and pushed upwards. Two of the systems
involve a combination of conventional and automated construction. The last category is a combination of both
off-site and on-site factory.

Most of the automated construction systems have a control room from which they monitor the entire
construction through video cameras, or barcodes/RFID data of the components, in some cases sensors also(Bock
& Linner, 2016). However, some of the systems are not having a real-time monitoring system. None of these
automation systems seems to have a monitoring system which provides integrated information about the whole
automated construction. This is essential to take appropriate control actions during construction(Harichandran,
Raphael, & Mukherjee, 2019). Conventional method of construction can be improved with automated
monitoring systems by monitoring quality (Zhong, Li, Cui, Wu, & Liu, 2018), safety (J. Park, Kim, & Cho,
2017), productivity (Joshua & Varghese, 2014) and progress of the work (Soman, Raphael, & Varghese, 2017).
For ensuring safe and reliable operations, an automated monitoring system is a necessity for automated
construction.

1.2 Applications of Machine Learning in Construction
Recent advancements in sensing technologies and artificial intelligence have revolutionized various
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fields of construction. Accuracy and speed of onsite data collection improved the development of decision
support systems(M. Y. Cheng & Chen, 2002; H. S. Park, Lee, Adeli, & Lee, 2007; Zhang & Bai, 2015). Machine
learning techniques have demonstrated its ability to resolve numerous challenging construction problems which
were beyond the capability of a limited number of supervisors at the site. This includes work-related issues like
labor activity recognition (Akhavian & Behzadan, 2016; Joshua & Varghese, 2011), ergonomic risk detection
(Akhavian & Behzadan, 2016), injury forecast (Tixier, Hallowell, Rajagopalan, & Bowman, 2016), work
progress (Harichandran, Raphael, & Varghese, 2018), work safety assessment (Poh, Ubeynarayana, & Goh,
2018); quality assurance and quality control tasks like structural damage detection (Chaiyasarn et al., 2018),
durability estimation (Taffese & Sistonen, 2017); construction management problems like project success (M.-Y.
Cheng, Wu, & Wu, 2010), project control (Wauters & Vanhoucke, 2014), cost estimation (M. Y. Cheng, Peng,
Wu, & Chen, 2010), decision making (M. Y. Cheng & Wu, 2009) etc. Even though machine learning techniques
are widely used for innumerable applications in construction including monitoring, the feasibility of using it for
ensuring the stability of the structure under construction is never explored.

2. OBJECTIVE

This research focuses on monitoring the structural stability in an automated construction from sensor
measurements taken from the structure. In order to develop a monitoring framework, construction operations and
conditions of the structure have to be identified from the sensing data. This paper discusses how automated
construction operations are determined from the sensing data using machine learning techniques. The sensor
measurements are collected from controlled automated construction experiments conducted in a laboratory
condition.

3. METHODOLOGY

The research methodology consists of experimental studies and analysis of measurement data. It consists
of four major phases; 1) Establishment of measurement system 2) Controlled experiments 3) Analysis of data 4)
Validation of monitoring framework.
3.1 Establishment of Measurement System

Automation of construction requires sensors for taking control actions and monitoring. The type,
number, and position of sensors and configuration of the experiments are decided according to the methodology
for the design of the measurement system. This paper does not cover the design of the measurement system.
However, the basic criteria for the selection of sensors and data acquisition systems are described as follows.

Sensors are selected based on range, sampling frequency, and measurement requirements. Constraints
related to measurement locations and the number of sensors are determined based on cost, the structural system
as well as lifting machines adopted. Strain gauges and accelerometers are selected for the current study. Stain
gauges are intended to capture the static and slow operational states, whereas accelerometers are for covering the
dynamic operational states during the automated construction. Nine linear strain gauges (resistance: 120 ohm,
gauge length: 5 mm) and eight monoaxial piezoelectric accelerometers (range: -5 g to +5 g, sensitivity: 1000
mv/g) are placed on the structural system as shown in Figure 1.
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Figure 1. Schematic diagram of the structural system which shows positions of sensors
(All dimensions are in mm)
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The data acquisition system is selected based on types of sensors, communication strategy, and data
storage systems. All the sensors used in the experiments discussed in this paper are wired and fixed on the
topmost beams and column modules. This assembly has to be kept undisturbed. Hence, construction of this part
of the structure is not covered in the current experiments. The testing of beam member connections is planned
for the future with wireless sensors. QuantumX MX840B and QuantumX MX1615B are the data acquisition
systems used for accelerometers and strain gauges respectively at a sampling frequency of 200 Hz.

3.2 Controlled Experiments

A small scale structural frame is built by an automated construction system in a controlled laboratory
condition (Figure 1 and Figure 2). The structural frame is made of mild steel pipe sections of 60 mm outer
diameter, threaded externally on both ends. All the six columns of the structure are composed of column
modules each of 400 mm length. Column modules are connected by 35 mm long couplers with internal threading.
All other connections are made by joints as shown in Figure 2.

Figure 2. Automation machine and the structure under construction

The developed automation system follows a top-down method of construction (Raphael, Rao, &
Varghese, 2016). In top-down construction, the topmost structural components are constructed first and the
completed structure will be lifted upwards. These operations are followed by connection of the components
below the already constructed one. The newly assembled structure will be lifted up again and the operations will
be repeated.

The automation system has six lifting machines each having 2-ton lifting capacity. These are placed at
the location of columns. All lifting and lowering operations are automated, while connection operations are
performed manually in the current study. Advanced levels of automation for these operations are under
consideration. During the connection of column modules, individual machines are operated to lower and lift the
supporting platforms. The configuration of the structure designed in such a way that, every stage of this
automated modular construction, the overall stability of the structure is ensured. All of the six machines are
operated simultaneously to lift the completed structure at the end of each cycle of operations. This process is
called coordinated lifting. The five different categories of operations involved in one cycle of this automated
modular construction method are listed in Table 1.

Due to constraints of time and resources, it is impossible to experimentally evaluate all these 99
operations. However, planning the right set of experiments which covers all major categories of operations will
provide enough data for developing a monitoring system for the entire automated modular construction
operations. Since the geometrical configuration of the structure is symmetrical, 41 operations are experimentally
evaluated capturing data for all the operations listed as in Table 2.
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Table 1. Automated construction operations

Number of
SI. No. Automated construction operations operations
per category
1 Connection of beam members 2
2 Coordinated lifting of the completed structure 7
3 Lowering of supporting platforms 30
4 Connection of column modules 30
5 Lifting of supporting platforms until load transfer 30
Total number of operations 99

Table 2. Experimentally evaluated automated construction operations/ states

Sl. No. | Operation category Automated construction operations Number of operations
per category

1 OP1 Idle state (Ambient Vibration) 2
2 OP2 Coordinated lifting of completed structure 3
3 OP3 Lowering of supporting platforms 12
4 OP4 Connection of column modules 12
5 OP5 Lifting of supporting platforms until load transfer 12

Total number of operations 41

During each set of experiments, the instrumented structure is constructed by the top-down construction
method by the automated system developed. It follows the five categories of operations in the order as listed in
Table 2. It starts with OP1, followed by the other four operations at each location of columns at a time. After
OP5 at column number 6, one cycle of operations complete. Then the next cycle begins with OP1. The
experiments are conducted for two cycles of operations and repeated for six times. Measurements are recorded
from 17 different sensor positions of the structure during the entire course of the experiments.

3.3 Analysis of Data and Validation of Monitoring Framework

The major objective of the research is to identify the automated construction operations from the sensor
measurements to develop a robust monitoring system. The machine learning-based framework developed for
monitoring automated modular construction is shown in Figure 3. The first two phases are covered in the earlier
sections. The data analytics and validation phase are discussed here.

Establishment of

Measurement System
Controlled
Experiments
Training 1 Testing
Measurement | N1 Datacsets Sy AzDatasats | Measurement
Patterns Patterns
Training of Prediction of
Algorithm Operations

Figure 3. Framework for identifying automated construction operations
The measurement data collected from controlled experiments are used for classification analysis. Each

operation is associated with a unique pattern of measurements at each sensor location. The major aim is to
determine the operation from its sensing pattern. Five sets of measurement data for each operation are used for
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training the classifier. One set of measurement data (which were not used training) for each operation is used for
testing. The performance of classification analysis is determined as the percentage of correct predictions. Digital
records of all the operations along with timestamp are maintained for all experiments. The prediction results are
compared with the recorded data for validation.

The operations are identified from the sensing patterns using Support Vector Machines (SVM)
classification (Harichandran et al., 2019, 2018). This machine learning technique comes under the category of
supervised learning. SVM uses binary classification to separate the supplied data points into two classes by a
hyperplane (classifier). When a particular operation has to be identified, the data corresponds to that operation
are labeled as positive. All other data are labeled as negative. During the learning process, the classifier is
determined by maximizing its distance from the closest data points on both sides. The classification methods and
corresponding parameters used for the current study are shown in Table 3, where RBF is Radial Basis Function
classifier, C is error penalty value and o is the width of Gaussian kernel.

Table 3 SVM classification methods and parameters used for data analysis

SI.No. Method of classification Parameters and range of values Numbegl;)gr:{}zlg/sis per
1 Linear Classification C:10-100 10
2 Nonlinear Classification with RBF C:10-100 o06:05-15 110
Total number of analysis for 5 operations 600

In order to make the pattern recognition problem more simple and effective, features are extracted from
the raw experimental data (Bishop, 2006). The feature extraction is one of the most important tasks in
pre-processing. The features are selected in such a way that computation of features should be fast and it should
contain enough information to discriminate the patterns. The average, standard deviation, minimum value,
maximum value and histogram (ranging from -3 ¢ to +3 o, o: standard deviation) calculated for moving time
windows are selected as features in this study.

4. RESULTS AND DISCUSSION

The classification analysis results are plotted in Figures 4 — 6. Figure 4 shows the effect of C on
prediction results. Except for ambient vibration (idle condition) when C= 30 and C= 40, all other operations have
prediction accuracy above 60% using linear classification. Addition of column modules is the best-predicted
operation with linear classification, followed by the lowering of supporting platform. All of the operations have a
dip in performance for C= 30 and C= 40. Each operation has different optimum value for C which gives the best
prediction results.

Figure 5 and 6 show the effect of ¢ on prediction results. Coordinated lifting is the best-predicted
operation among all. It has a clearly discriminating pattern in all sensor data. This is the only operation which
has good prediction results with nonlinear classification. The optimum value of ¢ for coordinated lifting is found
to be equal to 0.9. All other operations have an accuracy of prediction less than 50%. Higher values of C in
nonlinear classification did not seem to improve the prediction. Even though all operations except coordinated
lifting gives marginally low accuracy of prediction, ¢ value from 0.7 to 0.9 gives the best predictions for these
operations by nonlinear classification.

Table 4 shows a summary of the best prediction results for all operations. The coordinated lifting is the
best-predicted operation among all. This operation is best recognized by nonlinear classification with the optimal
value of ¢ equal to 0.9 irrespective of the values of C. All other operations are best identified by linear
classification with different optimal values of C. Ambient vibration (idle state) has the least prediction
percentage. This operational state has the lowest humber of data points among all operations. The accuracy of
prediction for this state is improved to 72% by augmentation of existing training data.
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Figure 4. Effect of error penalty on prediction results
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Figure 5. Effect of 6 on prediction results
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Figure 6. Effect of o on prediction results
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Table 4. Comparison of prediction results

SI.No. Operation/State Classification type C o Best percentage of

correct predictions
1 Coordinated Lifting Nonlinear Classification 10 0.9 96%
2 Coordinated Lifting Nonlinear Classification 20 0.9 96%
3 Coordinated Lifting Nonlinear Classification 30 0.9 96%
4 Coordinated Lifting Nonlinear Classification 40 0.9 96%
5 Coordinated Lifting Nonlinear Classification 50 0.9 96%
6 Coordinated Lifting Nonlinear Classification 60 0.9 96%
7 Coordinated Lifting Nonlinear Classification 70 0.9 96%
8 Coordinated Lifting Nonlinear Classification 80 0.9 96%
9 Coordinated Lifting Nonlinear Classification 90 0.9 96%
10 Coordinated Lifting Nonlinear Classification 100 0.9 96%
11 | Addition of Column modules Linear Classification 10 90%
12 Lowering of Supports Linear Classification 10 86%
13 Lowering of Supports Linear Classification 20 86%
14 Lifting of supports Linear Classification 80 80%
15 Lifting of supports Linear Classification 90 80%
16 Lifting of supports Linear Classification 100 80%
17 Ambient Vibration Linear Classification 60 72%

5. CONCLUSIONS

The prospect of machine learning techniques for identifying automated construction operations from
sensing data is explored in this paper. SVM classification is used for analyzing the strain and acceleration data
collected from the structure during construction. The analysis of data is conducted by varying the input
parameters (C and o) of the classification to obtain the best prediction results.

Linear classification gives better results compared to nonlinear classification for all operations except
coordinated lifting. Selection of optimal values of C and ¢ enhances the accuracy of classification. The features
extracted from data seems to highly influence the learning of the algorithm and the performance of prediction.
The operations having more number of data points are better identified. However, data augmentation improves
the prediction of operations with small data sets. The operations like coordinated lifting, having clearly
discriminating pattern of measurements are best identified compared to other operations.

The current framework for identifying automated construction can be improved by incorporating
domain knowledge. Development of a systematic feature selection method will enhance the learning process.
This will result in better predictions. Simulated data can be used for operations which are difficult to recreate in a
laboratory setup. Studies for merging the current framework with model-based system identification methods for
monitoring automated construction are in progress.
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Abstract: Current methods of practice for inspection of concrete tunnel typically involve visual assessments and
drawing notes conducted manually by trained inspectors. The labor intensive and time consuming natures of
manual inspection have engendered research into development of method for automated damage identification
using computer vision techniques. Due to the limitation of the information reflected by the current photography
technology, in this study, compared with other studies that directly detect cracks from images (Eftychios
Protopapadakis et al., 2019; F. Panella et al., 2018; Suguru Yokoyama & Takashi Matsumoto, 2017), the author
proposed to identify chalk marks that can be determined to be deformation. In this study, in order to improve the
efficiency of tunnel inspection, it verified the automatic recognition of chalk marks in a concrete tunnel with a
reasonable accuracy. As a result, a chalk mark classifier using a deep convolutional neural network on deep
learning has been generated to detect the existence of chalk marks as a stage study of recognition. The proposed
method is evaluated in terms of accuracy, precision and recall is shown.

Keywords: concrete inspection, deep learning, convolutional neural network, image recognition

1. INTRODUCTION

In Japan, many existing concrete tunnels have already been in operation for more than half a century
since they were built in the economy high-growth period, the aging of concrete structures such as tunnels is
becoming a serious problem. In order to cope with the problems caused by the aging of tunnels, the Ministry of
Land, Infrastructure, Transport and Tourism has stipulated to conduct periodic inspections once every five years
for tunnels since July, 2014 (Ministry of Land, Infrastructure, 2014).

In the current tunnel inspection method, the tunnel is inspected by close visual observation, and the
defects such as cracks are illustrated by the chalk marks on the concrete wall surface, then the defects will be
sketched in the filed books, referring to the recorded chalk marks. After the on-site work defection map will be
made on CAD (computer-aided design) in office according to the filed books.

Inrecent years, digital technologies have been applied to inspection activities, the tunnel surface marked
with chalk can be scanned into a layout panorama by inspection car which mounts cameras and lights, instead of
being drawn into filed books. Then the office work can be proceeded in accordance with the layout panorama.
However, it also takes a lot of time to create defects map by handwork, even through a layout panorama.

On the other front, deep learning methods using an artificial neural network have been applied to image
recognition. In the benchmark tests of image recognition, the technology using deep learning set a new record over
the past one, showing its usefulness in this field.

Based on these conditions, for the purpose of improving the efficiency of tunnel inspection and reducing
the maintenance work cost, this paper proposed to recognize the chalk marks automatically from layout panorama
of concrete tunnel utilizing CNN (convolutional neural network) which is a method of deep learning.

In order to realize this automatic recognition, as shown in Figure 1, the first step is to detect the position
or existence of the chalk mark from the image. In the second step, the symbol and trace marked with chalk will be
segmented, then the final step is to recognize the meaning of the symbol and trace after the segmentation.

| DR

Stepl. Detection of chalk marks Step2. Segmentation of chalk marks Step3. Recognition of chalk marks

Figure 1. The flow of automatic recognition of chalk marks
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In this study, authors studied the method of detecting the presence of chalk marks in an image, which
corresponds to "Step1" in the flow of automatic recognition of chalk marks shown in Figure 1. As a result,
possibility of this method was be presented with a reasonable accuracy.

2. METHOD
2.1 Procedure of this research
This study was carried out by the following four procedures.

Figure 2. Examples of target image

Step 1. Image collection on the walls of the tunnel

In this study, 225 tunnel wall surface images obtained from photography vehicle in regular tunnel
inspections were selected. All of those images are in gray scale and marked with chalk marks. Figure 2 shows an
example of two images that will be studied. The image size shown in Figure 2 is 1600x1200 pixels, and the size
of the photographic area is 4800x3600(mm).

In this study, considering the effect of deep learning and the performance of the computer, the image
used for deep learning was segmented into 48 sub-images each image, and the final number of sub-images after
cut was 10,800. It should be noted that the cutting size is 224x224 pixels.

Step 2. Create data sets

Chalk mark No chalk mark

Figure 3. Class definition

The images of the tunnel wall surface were divided into two classes (Chalk mark, No chalk mark) shown
as Figure 3. Then the number of image data was augmented to three times (32400) by mirror inversion and rotation
in 180 degrees. After that the data were divided into training, validation and test dataset for deep learning and
evaluation. The number of each dataset is shown as the Table 1 below. Here, the training dataset is the actual
dataset that will be used to train the model (weights and biases in the case of neural network). The model sees and
learns from this data. The validation dataset is the sample of data that is used to provide an unbiased evaluation
for a model fit that is performed on training dataset with model hyperparameters tuning. And the test dataset is the
sample of data used to provide an unbiased evaluation for performance of a final model that generated from the
training dataset.

Table 1.The number of dataset

Training Dataset Validation Dataset Test Dataset
Chalk mark No chalk mark Chalk mark No chalk mark Chalk mark No chalk mark
5000 5000 5000 5000 413 485
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Step 3. Generation of the chalk mark classifier

A chalk mark classifier was generated through deep learning using training dataset and validation
dataset.
Step 4. Evaluation of identification performance

Test data set is used to evaluate the recognition performance of the chalk mark classifier.

2.2 Deep Learning Network

In this study, authors chose VGG16 as the deep learning network for the generation of Chalk Mark
Classifier.

The structure of the VGG16 (Karen Simonyan & Andrew Zisserman, 2014) is shown in Figure 4 (here,
FC in the figure is Full Connection). VGG16 is a highly acclaimed convolutional network for classification and
detection of the 2014 Image Recognition Competition (ILSVRC)(Olga Russakovsky et al., 2014). In the training
process of the model, the gray scale single channel image will be taken as the input, and the neural network will
output classification scores as the result. According to the result, the images for prediction will be set to be Chalk
mark or No chalk mark while the corresponding classification scores above the threshold 0.5.

Feature

Layer Map Size Kernel Size Stride Activation
Input Image 1 224x224x1 -
1 2 X Convolution 64 224x 224 x 64 3x3 1 relu
Max Pooling 64 112x 112 x 64 3x3 2 relu
3 2 X Convolution 128 112x112x128 3x3 1 relu
Max Pooling 128 56 x 56 x 128 3x3 2 relu
5 2 X Convolution 256 56 x 56 x 256 3x3 1 relu
Max Pooling 256 28x 28 x 256 3x3 2 relu
7 3 X Convolution 512 28x28x512 3x3 1 relu
Max Pooling 512 14x14x512 3x3 2 relu
10 3 X Convolution 512 14x14x512 3x3 1 relu
Max Pooling 512 7x7x512 3x3 2 relu
13 FC - 25088 - - relu
14 FC - 4096 - - relu
15 FC - 4096 - - relu
Output FC - 2 - - Softmax

Figure 4. Network structure of VGG16

2.3 Deep Learning Methods

At the time of deep learning, 50 epochs were performed. Here, all of the training and validation data
were loaded and learned during each epoch. In order to improve the versatility of the model, hold-out validation
was performed, which is a method that randomly using 50% of data from the total dataset that consist of the
training and validation datasets to training, using remaining 50% of the data for validation. The hold-out validation
was performed twice that were named Model 1 and Model 2 respectively.

3. RESULTS
3.1 Evaluation method of results

In this study, the classification of the results from chalk marks prediction is expressed by threat score
shown in Table 2.

Table 2. Classification of chalk mark identification results
True

Chalk mark No chalk mark

Chalk mark TP(True Positive) | FP(False Positive)
Predicted

No chalk mark | FN(False Negative) | TN(True Negative)

Then, the performance of the classifier was evaluated by the Accuracy shown in equation (1).
TP+TN

Accuracy = ——————
y TP+FP+TN+FN

1)

Here, the accuracy is the percentage of the data which correctly predicted to be Chalk mark or No chalk mark.
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The results that obtained from training of deep learning were evaluated using accuracy that calculated
by the prediction results that generated from training dataset and validation dataset.

3.2 Results of deep learning

The datasets were put into the deep learning network for learning, and the chalk mark classifier was
generated after each epoch. The learning results are shown in the Figure 5 and Figure 6 below. Here the training
accuracy is calculated by the equations (1) using the prediction value from training dataset that performed after
each epoch. The validation accuracy is calculated by the equation (1) using the prediction value of validation
dataset with the trained model obtained from each epoch. The best-performing results will be used as a classifier
for subsequent test.

& &
o (]
% 0.9 Training E 0.9 Training
° Validation Validation

0.83 0.83

epoch epoch
0.3 0.3
1 4 i W0 13 16 19 22 25 28 31 34 37 40 41 45 45 1 4 7 10 13 16 19 22 25 28 31 34 3T 40 41 46 49

Figure 5. Training results of VGG16 (model.1) Figure 6. Training results of VGG16 (model.2)

From the results data, both of the models reached almost 97% in validation accuracy by VGG16.
Therefore, the effect of deep learning has reached the requirement in this aspect.

3.3 Verification of identification performance

In order to verify the performance of the classifier, the test dataset, which was not used for learning, is
predicted by the VGG16 trained classifier. The two best-performing classifiers mentioned in the last section were
used for prediction of test dataset, and the two predicted values were averaged as the final prediction results. The
final prediction results are shown in Table 3.

The accuracy was 96.7% calculated by the equation (1) using the data shown in Table 3.

Table 3. Prediction results of VGG16
True

Chalk mark | No chalk mark

Chalk mark TP(395) FP(12)
Predicted

No chalk mark FN(18) TN(473)

In order to further evaluate the identification performance in detail, especially for the target class "Chalk
mark", Precision and Recall which commonly used in pattern recognition and binary classification problems were
adopted. The calculations of Precision and Recall are shown in equation (2) and equation (3) below. In a
classification task, a precision score of 1.0 that obtained from a class classification means that every item predicted
to this class does indeed belong to corresponding class, whereas a recall of 1.0 means that all the items belonging
to some class were detected.

- TP
Precision = 2
TP+FP
TP
Recall = 3)
TP+FN

After using the above equation (2), the value of precision reached 0.971, which means that 97.1%
images that belong to class "Chalk mark" were correctly predicted. And the value of recall reached 0.956 which
means that the 95.6% of the images that actually belonging to class "Chalk mark" were detected.
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4. DISCUSSION
Figure 7 shows the prediction results with a combined image. The correct answer of the areas that

marked with "0" is "No chalk mark", and the correct answer of the image with "1" is "Chalk mark". The areas
surrounding with green line are the data predicted incorrectly.

Figure 7. Recognition of VGG16

Then, in the images with wrong prediction by VGG16, three examples with wrong answers "Chalk
mark" and four examples with wrong answers "No chalk mark™ are shown in Figure 8 and Figure 9, respectively.

For Figure 8, there are many deformations that are look similar to chalk marks which are difficult to be
recognized even by the naked eyes. Specifically, image A in Figure 8 is free lime on the tunnel wall, image B is
belt-shaped free lime caused by water leakage, image C is a unknown white point of the concrete, and image D is
belt-shaped free lime taken under better lighting conditions than image B. These confusable image data are
believed to be the main cause of mistaken predictions as "Chalk mark".

Image A Image B Image C Image D

Figure 8. The wrong prediction as "Chalk mark"

Image E Image F Image G
Figure 9. The wrong prediction as "No chalk mark™

Figure 9 shows wrong predictions as "No chalk mark". In image E, there is free lime in the surrounding
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area above the chalk mark, which interferes with the prediction of the image. Image F is the chalk mark that became
lighter after a long time since it was recorded, while the chalk mark in image G is located in the left bottom of the
image, which is difficult to be recognized due to its small area. These image data are believed to be the main cause
of incorrect predictions as "No chalk mark".

As the results obtained from figures above showed, the complexity of the images that draw with various
chalk mark pattern that are even difficult for the naked eye to recognize and chalk-like free lime led to the incorrect
predictions. Through the analysis of the above data, in order to improve the accuracy of the classifier, it is necessary
to increase the proportion of similar confusable images in the learning data set.

5. CONCLUSIONS

In this study, in order to detect chalk marks from tunnel wall images, the classifier for prediction was
successfully generated using VGG16 which is based on deep learning. Secondly, the performance of the automatic
prediction classifier was verified and the verification results achieved 96% accuracy. From these points of view,
the research of automatic detection using chalk mark classifier basically achieved a satisfactory result. However,
there are also some erroneous predictions from the test dataset. The authors consider that it is the insufficiency of
complexity that the data have caused false predictions. From the above, the authors will enrich the diversity of
data sets in future studies.
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Abstract: Automatic crack detection is a main task in a crack map generation of the existing concrete
infrastructure inspection. This paper presents an automatic crack detection and classification method based on
genetic algorithm (GA) to optimize the parameters of image processing techniques (IPTs). The crack
detection results of concrete infrastructure surface images under various complex photometric conditions still
remain noise pixels. Next, a deep convolution neural network (CNN) method is applied to classify crack
candidates and non-crack candidates automatically. Moreover, the proposed method is compared with the
state-of-the-art methods for crack detection. The experimental results validate the reasonable accuracy in
practical application.

Keywords: Crack detection, genetic algorithm, convolution neural network.

1. INTRODUCTION

Many concrete components of existing infrastructure systems such as bridges, and tunnels have
suffered from various geologic, loading and environmental conditions cause to cracks which make influent to
quality of operations. Therefore, the condition assessment of the existing infrastructures is an important task
not only for warming against deterioration but also for guaranteeing soon maintenance. Concrete cracks are
important indicators reflecting the safety of infrastructure. The automatic crack detection based on image data
has been considered significantly due to accuracy, objectivity and timing inspection. This technique can be
implemented using some of different image data captured from ultrasonic device, infrared and thermal device,
laser scanning, and commonly digital cameras.

Image processing techniques consist of three approaches: edge detection, threshold technique (Fujita et
al.2006) and mathematical morphology (Nguyen et al 2016). Machine learning algorithms (MLAs) are
commonly used to decide the parameter value of IPTs. Therefore, they are applied to detect and classify
concrete infrastructure surface cracks.

In recently years, many automatic crack detection and classification methods based on a combination
of IPTs and MLAs are implemented as decision tree (DT) (Kei et al.2013), support vector machine (SVM), k-
clustering nearest neighbour (K-NN), and artificial neural network (ANN) (Wang et al.2014; Bang Yeon Lee
etal. 2011; Li Li et al.2014).

Moreover, the parameter-optimization algorithms of IPTs such as genetic algorithm (GA), particle
swarm optimization (PSO), artificial bee colony (ABC), and differential evolution (DE) are typically utilized.

In this article, the image processing parameters (IPPs) are adjusted to the optimized value in order to
increase the accuracy of crack detection before use of convolution neural network (CNN) to eliminate non-
crack candidates. As a result, the crack map will be improved significantly.

2. PROPOSED METHOD
Figure 1 shows a pipeline of automatic crack detection and classification based on IPTs combined
with GA-CNN.
2.1 Image Processing Techniques (IPTs)
The image processing techniques compose of three main parts. Namely, there are filtering image part,
binary image part, and feature extraction part. Therein, filter image part comprises of consecutive dilation-
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erosion transform and contrast enhancement of the gray-scale image. The binary image part consists of
binarization, and dilation-erosion transform of the binary image.
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Figure 1. Pipeline of the automatic crack detection and classification using GA-CNN

To the end, geometric transform composes of labelling and linear degree. The detailed steps refer in
(Cuong et.al 2018). The purpose of the first part is to make blurred images as well as eliminate noises and
shading. The main aim of the binarization is to segment grayscale image into binary image depending on a
threshold value. The purpose of dilation/erosion that is processed in the binary image part is to connect
fragment images of crack meanwhile noises are separated from the cracks. In the end, the threshold defined in
linear degree is to decide whether the single objects in the binary image are removed.

The productivity of the filtered image depends on the parameter value of structuring element size in
dilation and erosion transform. In binarization, if the threshold value is too high, many crack pixels are lost. If
threshold value is too low, more noise will occur. Such it is necessary to find out an optimum threshold value.
Similarly, the parameter values of dilation/erosion and linear degree in the binary image part also affect to the
quality of output image. Therefore, these parameters are adjusted to the optimized values based on GA.

2.3 Application of GA to The Image Processing Parameters Optimization

GA is one of the optimization algorithms based on solution population inspired biologically behavior.
A solution candidate is encoded to a chromosome (individual) which contains information of tuned parameter
values. Some weak individuals will be removed as well as some elite members would keep in the next
generation. Other individuals will be selected to crossover with respect to its fitness value. The probability of
the crossover and crossover point are predefined. Further, mutation following specific probability ratio is so as
to improve the quality of each generation. Advantage of GA is to avoid a local optimization as other
conventionally evolutional algorithms.
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Table 1 Properties of parameter

Variable Range Steps Bits
s [1127] 2 6
t [0 255] 1 8
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Figure 3. Procedure of genetic algorithm

Target image

(1) Represented chromosome Design for solution candidates

The IPPs are combined together for creating an individual in a population. Next each individual is
represented by a chromosome encoded to a binary string, as shown in figure 2.
Namely, the size of structuring element (s) is assigned by 6 bits, the threshold value of binarization (t) is
expressed by 8 bits, dilation transform parameter (d) is expressed by 4 bits, and the linear degree is expressed
by 6 bits (1). Table 1 shows the parameter value range which design based on the preliminary experiments.
(2) Genetic algorithm

Figure 3 indicates a sequence of GA including into the crucial three stages. Namely, they consist of
the initial population generation, fitness evaluation of each individual in the current population, and evolution
operation to create the next generation. Namely, the detailed steps are presented as the following three steps:
Stepl. Generate initial population randomly
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An initial population including 20 individuals was generated randomly with respect to 20 phenotypes
to start fitness evaluation. To assess the fitness of the individual in the current population, an objective
function to assess crack detection accuracy is defined as the Eq.(1). Loss and noise are computed based on
comparison between the processed image and the target image shown in Fig.4. As a result, the objective
function (f) has to ensure the accuracy of extracted crack information with the minimum noises and losses as
much as possible. The accuracy and the processing time can be considered as evaluation costs. As the first
step, the evaluation cost based on the noise and loss ratios were applied, as shown in the Eq.(1).

Step2. Evolution operation

The evolution operation comprised of selection, crossover, and mutation is repeated until finding best
solution. Each binary string encoded from the searching range of the parameter values has a corresponded
fitness value. The probability of each string to be selected is proportional to its fitness value based on the
Roultte wheel rotation randomly. The process is repeated for the second parent. Two elite members are kept
forward to the next generation.

To improve quality of individual fitness, the crossover operation is used to create two new children
from two selected parents with predefined probability. Crossover point is point laid on between 0 to the end of
chromosome length. In this study, the single crossover point is selected. The part of the first parent
chromosome that runs until the crossover point is spliced with the part of the second parent chromosome that
includes, and runs after, the crossover point shown in Fig.2. The whole new generation is selected in this
manner. The mutation of bit strings ensue through bit flips at random positions. The purpose of the mutation
operation is to create genotype diversification in the population in order to avoid local optimization leading to
finding the best solution. Mutation point is chosen randomly. However, mutation rate is very small under 1%
to avoid collapsing the genetic structure of the current population.

Step3. Stopping criterion
Evaluation of each individual meets the predefined maximum generation
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Figure 4. Result of supervised learning algorithm with one-pixel accuracy. (a): Ground-truth image;
(b): Processed image; (c): Compared image. A number of red pixels in the compared image are noise pixels
annotated Noise. A number of green pixels in the compared image are loss pixels annotated Loss.
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Where Crack and Back are the number of black pixels and white pixels in the ground-truth image,
respectively. In this paper, the weight parameters of the objective function w;=w,=0.5.

f,, f; are loss rate and noise rate, respectively. f'measures the accuracy of crack detection. f'is larger value, the
accuracy is higher.

3. DEEP NEURAL NETWORK

The output results of the image processing technique are crack images including crack pixels and
crack-like non-crack pixels. The brightness of crack-like non-crack pixels is similar to the brightness of the
crack pixels. The brightness is intensity value of pixel of binary image in 0 (black) or 255 (white). Figure 5
shows a crack image result of fully automated crack detection method using IPTs combined GA. As a result,
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the crack image contains many noise and crack like non-crack. The major challenge is how to classify them
automatically in order to only keep true crack pixels.

Org.Image

1 Crack-Image  under
L : Crack like fully automatic crack
non-crack detection method

: Noise

Crack-Image after
eliminating
noise/artifact  objects
using DL method.

Figure 5. Application of deep learning method for true-crack pixel detection
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Figure 6. An example of convolution operation on a matrix of size 5x5 with a kernel of size 3x3.

Table 2 Dimension of layers and parameters

Layer Number  Size Stride Padding | Layer Number Size Stride Padding
Name  of Filter Name of Filter

Cl 32 16x16 2 2 C3 128 6x6 2 2
M-P1 1 3x3 2 - M-P3 1 2x2 2 -

Drl 1 Dr2 1

C2 64 7x7 2 2 FCL1 1 128 - -
M-P2 1 3x3 2 - FCL2 1 2 - -

3.1 Convolution Layer
The DCNN composed of three stages. Each stage comprises of convolution layer, batch-

normalization layer, max-pooling layer with drop out, and activate function (Cha et al.2017). The last layer is
fully-connected layer so as to map noise candidates or crack candidates. Figure 6 shows the convolution
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layers consisted of the number of filters and size of a filter. The purpose of performing convolution layer is to
extract local feature map. To the best of our knowledge, given a training data set {(u;,v;); i=1,2,..,n}, u; € R? is
the input data, the target output v; € R. The convolution layers compute feature maps in the following
equation:

Fj: D ( ZuiXWj+bj) (2)

Wi=[w;]i 3)
where Wi, k, and b; are the weight vector, size of the weight matrix and bias vector, respectively, of the
convolution of kernel j. Wj is calculated from equation 3. wjjare connecting the weight parameters. w;; will be
updated continuously from one convolution layer to another layer. Therefore the different convolution layer
kernel will be extract different features from the input data. ®( ) illustrates as an activation function. The
rectified linear unit (RELU) function was utilized in our experiment. F; represents the feature maps achieved
by convolutional kernel j.

As shown in figure 6, the output size is calculated in the following form:

0 = I—F;ZXP +1= 5—31—2><0 +1=3 (4)

I: input matrix size; F: Filter size; P: Padding size; S: Stride size. As a result, the information of the output
matrix is compressed depending on the predefined mask.

3.2 Max Pooling Layer
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Figure 7. An example of max pooling layer

Pooling layer is adapted to mitigate the computation complexity, but it also captures all of relative
global features of the training data invariantly. In this experiment, max pooling layer is used to keep the
strongest features and reduce the size of previous layer. The stride size of max pooling is 2 pixels shown in
figure 7.

Table 2 indicates dimension of layers of DCNN shown in Figure 1 as well as parameters of stride and
padding. Where C1, C2, and C3 are the convolution layers; M-Pl, M-P2, and M-P3 are the max pooling.
FCL1and FCL2 are fully-connected layers. Drland Dr2 are drop out with a predefined probability ratio (Tong
et al.2018). In this paper, these probability ratios are 0.4.

4. IMAGE DATASET

The image dataset are acquired by digital camera Canon S0EOS and iphone 6 plus with (4752x3168)
pixels and (3264x2248) pixels, respectively. The total of data image is 350 images. They were divided into
300x300 pixels to process images and extract crack/noise candidates. These have the different size. To
increase training images and to avoid over-fitting phenomenon, the original sub images rotate clock wises,
counter clockwise, upside down, and leftside right. Moreover, several noise pixels along the shape of crack
candidates extracted from IPTs were cleaned to improve training progress. Therefore, the total of training data
include 5000 images of crack candidates and 5000 images of noise candidates resized to 100x100 pixels
divided to 5 sub sets (1000, 2000, 3000, 4000, and 5000 images) to test the accuracy of the proposed model.
Therein, the training and validation data are divided into 80% and 20% percentage, respectively. The purpose
of the validation data is to adjust the parameters of the training progress until acquired an optimum-learning
model. The testing data will be tested by this model. Figure 8 shows some samples in the training data. The
accuracy of training model is depending on the diverse of image data.
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Figure 8. Some samples of training data with 100x100 pixels

5. EXPERIMENT RESULTS
The accuracy of the classification is expressed as the following equation:
4CC = TP+TN )
TP+TN + FP+FN

Where TP is the total of crack images detected correctly, 7N is the total of non-crack images detected
correctly. FP is the total of the crack images detected incorrectly. FN is the total of the non-crack images
detected incorrectly.
Figure 9 shows the experiment results of the proposed training model with various image data sizes. Training
maximum accuracy (4ACC) is 96.1%, the test data accuracy is 91% with 3000 images for each class. Moreover,
the minimum testing accuracy belonged to 4000 image data set is 87.5%. Furthermore, Figure 10 shows
comparison of the training accuracy between the proposed method and Cha 2017 method. The result expresses
that the proposed method outperforms the other, and it gains maximum accuracy at epoch 30.

6. CONCLUSION

This paper found the optimization of parameters of IPTs using GA. Moreover, the IPTs results
combined with DCNN method resulted in high automatic crack detection. The accuracy of training model is
depending on the diverse of input data. The difference of accuracy between training and testing is large. It is
necessary to improve more deep CNN layers to get high score.

The final purpose was to create crack map therefore requiring the pixel-level accuracy automatically.
Disadvantage of DCNN method needed a large number of input data so as to gain the high fixed accuracy.
More, the computation of DCNN model is heavy relied on GPU and computer configuration.
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Abstract:

As numerous number of civil infrastructures are aging in Japan, new information technologies are required to
support efficient and effective maintenance of infrastructures. As-built modeling is one of the techniques that
reconstructs 3D model reflecting the current status of the structure from point cloud acquired by laser scanner.
Created modes are effectively used in various stages of inspection, such as prior scheduling before inspection and
recording of inspection results on the 3D model after inspection. We focus on steel structures in bridges in this
work. Many steel members are used in bridge and they are arranged in complicated manner. However, from the
viewpoint of function and aesthetics of bridges, steel members are arranged according to the specific rules defined
by the designer. For example, steel members are oriented in the vertical direction and are arranged at regular
intervals in the horizontal direction. In addition, they are arranged symmetrically in the front-rear and right-left
sides of the bridge. Therefore, detecting such symmetry from point cloud and utilizing them in modeling process
can improve efficiency of as-built modeling, the quality of the 3D reconstructed model, and robustness to the
absence of point cloud, compared with the conventional methods in which each steel member is modeled
individually. In this paper, we propose a new method for reconstructing high-quality 3D model of steel structures
of bridges from laser scanned point cloud enhancing symmetry. The method first detects multiple planar reflection
symmetry which dominate the large portion of bridge by shape matching. The next step detects each steel members
efficiently by simplifying point cloud based on voxelization, extracting skeleton structure, and evaluating point
distribution using principal component analysis. Then the members arranged in symmetrical positions and posture
are grouped together, and finally 3D template models are fitted to the group members simultaneously under
symmetry constraints. Experimental results demonstrate good performance of our proposed method.

Keywords: Terrestrial Laser Scanner, As-Built Modeling, Symmetry.

1. INTRODUCTION
1.1 Background

Recently aging of civil infrastructure structures in Japan built during the period of high economic growth
has become a serious problem. Consequently, the importance of maintenance is increasing to prevent big accidents.
However, it is difficult to inspect all the bridges finely since it needs the significantly high cost and the number of
skilled inspectors is decreasing. Therefore, new technologies are required to support the maintenance. One of such
technologies is 3D scanning of the structures using laser scanner. This enables the detailed documentation of the
structure as a dense point cloud reflecting the current states. Many works have been studied to construct light-
weight as-built 3D models from point cloud (Kanai, 2018, Nan, 2010). This modeling convert large point cloud
with hundreds million points to light-weighted polygonal models with only a few thousands triangles, which makes
post-processing easier. The constructed 3D models can be widely used in various stages of inspection ranging
from prior scheduling to post recording of the inspection results such as captured images of damages or degradation
(Tanaka, 2018). We focus on steel structures of bridges as shown in Figure 1. Many steel members are used in a
structure and are arranged in a complex manner. In addition, access is limited in the laser scanning process and the
entire structures are not scanned in detail, thus occlusions are unavoidable and the several areas are missing in the
scanned point cloud. Therefore, many manual operations are required to select individual members in point cloud
using commercial software. Thus the automatic methods are expected to create 3D models of steel structures.

As-built modeling process of steel structures consists of two main steps. The first step extracts subsets of
points each of which corresponds to a single steel member, and the second step creates 3D polygonal model by
fitting a template model (Lu, 2018). In the modeling process of steel structures, many members must be extracted
individually from incomplete point cloud with many occlusions. Moreover, the posture and positions of models
must be estimated when the corresponding point cloud is missing. On the other hand, from the viewpoints of
functionality and aesthetics, steel members are arranged under the symmetry constraints that the designer specifies.
For examples, members with vertical directions are arranged at the constant intervals of distances and angles along
the horizontal directions as shown in Figure 2(a). In addition, left-right and front-back sides are both symmetrical
so that they follow planar reflection configurations as in Figure 2(b). Thus detecting such symmetry or repetitions
and utilizing them in the modeling process has several advantages in the sense of modeling efficiency, quality of
the resulting models, and robustness to the occlusions, over the previous methods where each parts are modeled
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individually (Nan, 2010).

1.2 Related Works

Many woks have been reported for 3D modeling from laser scans using symmetry in computer graphics
field (Nan, 2010). These methads try to find subsets of points corresponding to repetitively appearing objects, such
as windows of multistory buildings, and their repetitive patterns, such as intervals and directions. This enables to
estimate the positions and postures of the models for the missing area, and to create entire models by fitting
template models simultaneously under the repetition constrains. The method (Lin, 2013) focused on low-rise
residences and proposed to detect planar reflection symmetry from point cloud and to use it in the 3D modeling
process so that models can be created when the large portions of the residences are missing. However, these
methods cannot be directly used for steel structures in which many members are arranged in a complex manner.

As for the as-built modeling of steel structures, the method in (Laefar, 2017) recognizes cross sectional
2D shape of the member from registered laser scan, and create 3D models by extruding the shape. Another method
is proposed by (Kanai et al., 2018) where multiple planes are robustly extracted from point cloud of a steel member,
and its cross-sectional shape and size are estimated by analyzing geometric relations of extracted planes. The both
methods focused on a single member and creating a 3D models by evaluating the cross sectional shape. In contrast
to them, our focus is not only the detection of multiple steel members, but also the automatic detection of symmetry
from the point cloud that should be defined in the designing stages of the bridge and the efficient creation of the
entire model of a steel structure by analyzing mutual relations of multiple members under the symmetry constraints.

(@) Steel bridge (c) Point cloud of steel members

Figure 1. Laser scanning of steel bridge

(@) Equal distance and angles (b) Symmetry of left and right,
and front and back sides

Figure 2. Examples of symmetry in steel structures

1.3 Our Purpose and Overview of Our Proposed Method

In this paper, we propose a method for efficiently creating a high-quality 3D as-built model from point
cloud of a steel structure of bridge using symmetry. Figure 3 shows the overview of our proposed method. Given
a laser scan of a steel structure, multiple global reflection symmetries are extracted which dominate large portions
of the structure (Stepl). Next, multiple steel members are detected efficiently (Step2). Then, members arranged
symmetrically are grouped together (Step3), and finally template models are simultaneously fitted to multiple
member points in a group (Step4).

The advantages of our method are summarized as follows: (1) it can efficiently detect multiple steel
members from large point cloud, (2) it can estimate the positions and postures of members in the data missing area
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using symmetry constraints, and (3) it can create a high-quality as-built model enhancing symmetry.

Step1

Detection of Multiple planar reflection symmetry

symmetry

Point
cloud

« Normalcomputation
« ICP alignment

Step2

 Detection of
i steelmembers

« Voxelization
« Thinning
« PCA

Groupingof
steelmembers

3D model
creation

« Evaluation of point-

to point distance 3D model

+ Simultaneous fitting of
template models

Figure 3. Overview of our proposed method

1.4 Test Site and Scanner

We used the point cloud of steel bridge shown in Figure 1(a) captured by TOPCON GLS-2000L scanner.
Figure 1(b) shows the entire point cloud, and Figure 1(c) shows the part of it which are used in this paper. The
numbers of point cloud are 7,847,897 and 3,434,436 respectively.

2. OUR PROPOSED METHOD
In this chapter, we describe the details of our proposed method.

2.1 Detection of Symmetry (Stepl)

The proposed method first detects multiple global reflection symmetries which cover the large portion of
point cloud through alignment of pair of point cloud (Mitra, 2006; Mizoguchi, 2013). Figure 4 shows the overview
of this method. The input point cloud M is reflected to an arbitrary plane, and its reflected point cloud O is
generated. Then O is transformed to O’ such that O’ is tightly aligned to M by Iterative Closest Point (ICP) method.
The point-to-point correspondences between M and O’ can be obtained as a result of alignment. In figure 4, for
example, p1 in M is matched to gz in O’. The point g3 is generated by reflecting ps in M. Thus p: and ps can be
matched under a certain planar reflection. Similarly, seven pairs can be found in this illustration. As shown in the
illustration, the set of midpoints of point pairs are distributed on the reflection plane, which can be simply
computed by fitting a least-squares plane to them. In the ICP matching process, using normal vectors of each point
leads to higher accuracy of alignment and symmetry detection. Figure 5 shows the result of symmetry detection
where two dominant reflection planes are visualized.

Arbitrary plane

Point cloud M Reflected Correspondence Reflection plane
P1 P2 9%} point cloud O .
ds 2 1
d:
P4 Ps Ps
TG p, 97 psds pds  p,de
ds a
4
(1) Reflection to arbitrary plane (2) Alignment (3) Plane fitting

Figure 4. Overview of our symmetry detection method

Figure 5. An example of symmetry detection results
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2.2 Detection of Steel Members (Step2)

Next, many steel members are efficiently extracted individually from a point cloud. The shape of members
is long and narrow. The straightforward way to extract such member points is first to evaluate local point
distribution by Principal Component Analysis (PCA) to the local neighborhood. However, considering the size of
cross sectional shape of a member, e.g., a few tens of centimeters, the neighbor size must be set relatively larger
in the kd-tree based searching, e.g., 1 meter, to appropriately compute the linearity of the members, which makes
the computational cost very high. To solve this problem, we introduce voxelization and point thinning process to
efficiently compute local point distribution. Figure 6 shows the process of our method. The method first converts
point cloud to its voxel representation. And then the thinning process is applied to the voxel model using voxel to
voxel connectivity. Then for each voxel, neighboring voxels are efficiently searched using the connectivity, and
linearity is computed at each voxel by evaluating point distribution. The voxels with high linearity is extracted by
thresholding, the extracted voxels are clustered and labeled, and the clustering results are mapped to the original
point for extracting steel member points individually.
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Figure 6. The overview of our steel member detection method

Step2-1: Voxelization

Point cloud is converted to the voxel representation. The size is set to 0.1 meter through various
experiments. The number of voxels is approximately 400 X 150 X 50 for the example in Figure 1(c). The cell
including at least one point is called active cell. The number of active cell is 55,552. This number is much
smaller than that of point cloud, which makes the following computation much faster.

Step2-2: Thinning by Laplacian Smoothing

Next, the representative points are computed as the barycenter of included points at each active cell, and
the graph is constructed by connecting the representative point using voxel connectivity. Laplacian smoothing is
applied to the graph iteratively, and the coordinates of the representative points are updated, resulting in the
thinning of points. The number of iteration is set to 20 for the example in this paper. After thinning process, the
linearity can be appropriately computed at each voxel with smaller neighboring size, leading to faster computation.
Figure 7(a) and 7(b) shows the examples of thinning results.

Step2-3: Linearity Computation

Then, for each cell, the neighboring cells are searched. The neighboring size was set to 0.5 meter in this
paper. The PCA is applied to the set of the neighboring cells and the linearity ki is computed using three eigenvalues
by eq.(1).

— @
A+, + 4,

Here 4,4,,4, are the three eigenvalues, and 4, isthe maximum value among them. The linearity ki represents

how well point sets are distributed along the line. The linearity k; = 1.0 shows that the points are completely
distributed on a line. Similarly, ki = 0.5 and k; = 0.33shows that the points are completely distributed on a plane or
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sphere respectively. The computed result is shown in Figure 7(c). As shown in this figure, linearity is relatively
high at the point of steel members, and small at other portions. By using the threshold thjine, points with high
linearity are extracted as shown in Figure 7(d). The number of extracted cells is 19,129. We set thjine = 0.85 in this
example. This results show that our method can detect individual steel members appropriately.

N W

= e

(a) Point cloud (b) Representative points

W] =

(c) Linearity (d) Extracted points

Figure 7. Thinning process and extraction of steel member points

Step2-4: Parts Detection by Clustering

Finally, extracted cells are recursively searched and clustered, and the part label is allocated to each
connected cell sets. We removed the cluster for the post processing with less than 15 cells. Allocated labels are
mapped to the original points, and the point subsets each of which corresponds to a steel member can be extracted.

2.3 Grouping of Steel Members using Symmetry (Step3)
The next step finds the congruent sets of steel members under the planar reflection detected in step 1 and
group them. To do this, each clustered points are reflected and found the congruent clusters by ICP matching.
This process is applied to all the pair of clusters.

2.4 3D Model Creation by Simultaneous Template Fitting (Step4)

In the last step, 3D simplified model is constructed by simultaneously fitting template models to each
group of point subsets using symmetry. Figure 8 shows the overview of this method. To simplify the fitting process,
our method first transforms the point subsets in a group under the planar reflections and combines the point subset.
Then for the combined points, a template model if fitted by ICP matching. In this work, template model is also
defined as a point cloud. After the ICP matching, a template model is transformed under the inverse planar
reflections. This enables the construction of multiple steel member model simultaneously. In this method, the
matching error is distributed evenly to each member.

The template models are created using commercial software Rapdiform XOR3. For this, the cross
sectional shapes are evaluated by slicing point cloud of steel members, and the size is approximately defined. We
prepared two models in this example.

P1

P S A D
NENS & N1/

(1) Combination of grouped (2) Template model fitting to (3) Inverse reflection operation
point by reflection operation combined point cloud to fitted template model

Figure 8. Overview of our simultaneous fitting process of a template model using symmetry
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3. RESULTS AND DISCUSSION
This chapter describes the experimental result of symmetry detection (Step 1), extraction of steel member
(Step 2), and 3D model reconstruction by simultaneous template fitting (Step 4) respectively.

3.1 Results of Symmetry Detection (Stepl)

Accuracy of symmetry detection is strongly related to ICP alignment accuracy. Figure 9(a) and 9(c) show
the results of point cloud alignment for front-back planar reflection, and Figure 9(b) and 9(d) for left-right
symmetry. In both figures, red represents original point cloud, and blue show the points reflected. Figure 9(c) and
9(d) show the alignment error. In these figures, points within 30mm error are represented by color, and others with
black. As for the front-back symmetry, the ratio of points within 30mm error was 71.8%, and the averaged error
was 10.0mm. As for the left-right symmetry, the ratio within 30mm error was 57.8%, and the averaged error was
6.6mm. Reasonable results were obtained in both cases. The reason for the difference of averaged error should be
the point density. In the alignment for front-back symmetry, the portion with high point density was aligned to
those with low density, resulting in relatively large alignment error. On the other hand, in the alignment for left-
right symmetry, the portion with high point density was aligned to those with high density, and vice versa. This
type of pair can be tightly aligned with low alignment error.

(a) Alignment for front and back sides symmetry (b) Alignment for right and left sides symmetry

30mm

Omm

(c) Error distribution for front and back sides symmetry  (d) Error distribution for right and left sides symmetry

Figure 9. Accuracy evaluation of symmetry detection

3.2 Results of Steel Member Extraction (Step2)

Figure 10(a) shows the results of steel member extraction. In this example, 32 members are used, and our
method could extract all of them individually as shown in figure10(a). Figure 10(b) shows the classification of
extracted members. As shown in red, single members were divided into multiple parts by occlusions, and extracted
as a member. As shown in blue, only some parts were scanned and the corresponding points were detected as a
member. As for the computational time, our voxelization and thinning process enabled the fast computation of
steel member extraction in 23 seconds.

(©)

Figure 10. Extraction of steel member and grouping

3.3 Results of 3D Model Reconstruction (Step4)

Figure 11(a) shows the fitting results of the template model and the error evaluation. In figure 11(a) left,
blue and red represent the input point cloud and fitted template model as a point cloud format respectively. The
averaged error was 8.9mm. Normal vectors were not used in this matching process. Therefore, the front and back
surfaces on the member were not distinguished in the matching process, and the relatively large errors were
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generated compared to the laser scanning accuracy, i.e., 2 or 3 millimeters. Figure 11(b) shows the simultaneous
fitting results of a template model to four members in a group. The averaged error was 9.2mm and the large
variations could not be found between four members. The generated error was approximately the same with the
case of a single member, and thus our method enabled the accurate and efficient fitting of template models using
symmetry.

Figure 12(a) shows the result of simultaneous fitting for all the group. The average error was about 9.5mm.
Some variations were generated ranging from 11.7mm to 8.6mm as shown in figure 12(b). Figure 12(c) shows the
grouped point cloud and figure 12(d) shows the fitted template models in point cloud format. The advantage of
this method can be found in this example, where the template models could be appropriately fitted to the portions
with occlusion as in figure 12(c) and 12(d).

,ﬁ’ IZOmn 7N\ I 20mm

@ (b)
Figure 11. Accuracy evaluation of simultaneous template model fitting to steel members

Figure 12. Result of simultaneous template model fitting

4. CONCLUSIONS

In this paper, we proposed a new method for efficient and high quality as-built modeling of steel structures
using symmetry. We demonstrated that multiple planar reflection symmetries were accurately extracted, and that
multiple steel members could be efficiently extracted through voxelization and thinning process. In addition, we
verified that template models can be simultaneously and accurately fitted to multiple steel members.

Future works includes the extension of this method to multiple scans. More accurate fitting of template
models using normal vectors must be solved. Many applications can be developed using a constructed 3D model,
such as 3D recording of inspection results. The constructed models are light-weight polygonal models, and thus
images can be attached as texture for realistic visualization. And such light-weight models can be visualized fast
on tablet or AR-glasses, and thus developing new applications is an interesting direction.
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Abstract: Nowadays, many of these infrastructure projects are having serious aging issues, and therefore, timely
inspection and repair works are crucial to ensure these structures are safe to use. So far, bridge inspection has been
conducted primarily based on visual inspection by human inspectors. However, the downside of visual inspection
is apparent. Firstly, conducting visual inspections can be quite time-consuming, especially in large and complex
bridge structures; and secondly, this method cannot well address occupational health and safety issues such as
working at height. Under this consideration, applying advanced autonomous technologies such as Unmanned Aer-
ial Vehicles (UAVs) and image processing techniques to support human inspectors has attracted growing interest
in the industry. In this study, a literature review was conducted with a focus placed around identifying the best
practice of current technological approaches and proposing the futuristic research directions for technological re-
finement and improvement. Methodically, this study examined the publications over the past 20 years, i.e., from
1999 to 2018, and leveraged the tool of CiteSpace to derive significant review findings on UAV and defect detec-
tion research.

Keywords: unmanned aerial vehicles, image processing, bridge inspection

1. INTRODUCTION

Infrastructure projects range across critical civil structures such as bridges, roads and tunnels. Nowadays,
many of these infrastructure projects are having serious aging issues, and therefore, timely inspection and repair
works are crucial to ensure these structures are safe to use. That is because those aging issues are caused by lack
of structure issue identification. If these problems cannot be promptly identified, use of these aging bridges would
eventually incur fatal structure failures such as collapse. It is therefore understood that constant structure inspec-
tions with precise understanding on structure problems are critical to assure the safety and functional performance
of these assets.

A bridge has to be designed to meet the structural requirements, which involve load, vibration, weather
and many other design codes. However, the lack of appropriate inspections and shortage of fixing for damages
caused by the aging or some unexpected load such as earthquake, it could lead to a downgraded condition level of
the structure. In order to prevent such downgrades, periodic inspection of bridges is a common practice around the
world. For instance, in United States (U.S), bridge inspection is mandated by the U.S. department of Transportation
(2004). In Australia, Part 7 of the Austroads Guide to Bridge Technology (AGBT) was published in 2009. In the
AGBT, it is mandated that Level 1 inspections, which is routine maintenance/surveillance inspection, are con-
ducted on a six month to one year cycle depending on a risk assessment (Austroads, 2018). In Japan, it is mandated
that in every 5 years time, there has to be at least one inspection by close distance has been conducted since 2014
based on Ordinance for Enforcement of Road Act (Road Bureau, 2019a). In practice, bridge inspections in those
countries are typically conducted primarily by human inspectors. However, the downside of visual inspection is
apparent. Firstly, conducting visual inspections can be quite time-consuming especially in large and complex
bridge structures; and secondly, this method cannot well address occupational health and safety issues such as
working at height. Under this background, how to apply advanced autonomous technologies such as Unmanned
Aerial Vehicles (UAV) and image processing techniques to assist human inspectors has become a heated research
topic in recent years. For example, in Japan, many kinds of advanced autonomous technology for bridge inspection
have been developed and some trials have been conducted at existing bridges (Salaan at el., 2018), and image
processing is especially used for crack identification (Chun & Igo, 2015). In addition, the project titled "Infrastruc-
ture Maintenance, Renovation and Management", which is one of the projects under the Cross-ministerial Strategic
Innovation Promotion Program (SIP), was conducted by Cabinet Office, Government of Japan in order to accel-
erate the research and development on maintenance technologies from 2014 to 2018. In this project, many kinds
of new advanced autonomous technology were developed and tested. Therefore, the development of technology
which uses for infrastructure inspection has become a hot research field.

In this study, a literature review had been conducted with a focus placed around identifying the best prac-
tice of current technological approaches and proposing the futuristic research directions for technological refine-
ment and improvement. Methodically, this study had examined the publications over the past 20 years, i.e., from
1999 to 2018, and leveraged the tool of CiteSpace to derive significant review findings including to use those
advanced autonomous technologies for bridge inspection and to improve the safety of inspectors.
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2. REVIEW METHOD

In order to find out the current research on the applying advanced autonomous technologies to bridge
inspection in recent years, the search of articles was implemented based upon a web system named Web of Science
(Wo0S). In this study, the search code of TS, a.k.a. topics, was set as “bridge inspection”. Furthermore, the scope
of the search was set to be between 1999 and 2018 to identify changes in heated research areas. As a result, 419
articles were identified (a total number of 90 between 1999 and 2008, a total number of 21 between 2009 and 2013
and a total number of 208 between 2014 and 2018). The increased amount of publications over the last two decades
indicates that bridge inspection has become a heated research topic. The research topic includes some themes, for
example, utilizing UAV/UAS, non-destructive testing (NDT) and damage detection by using image processing,
etc.

Subsequently, CiteSpace 5.3.R9 was used to find research hotspots and analysed the relations of research
by conducting co-citation network analysis. Based on the result of the analysis, the best practice of current tech-
nological approaches and the details of researches were clarified.

3. ANALYSIS OF THE KNOWLEDGE DOMAINS AND KEY CLUSTERS

Figure 1 shows the result of co-citation analysis and labeling clusters with title terms. In this study, a
document co-citation network that contains 252 nodes and 819 links was generated. The modularity Q and the
mean silhouette scores are two important metrics that can tell about the overall structural properties of the network
(Chen, 2014). In this analysis, the modularity Q was 0.78 which means the network is reasonably divided into
loosely coupled clusters. The mean silhouette score of 0.46 suggests that the homogeneity of these clusters on
average is not very high, but not very low either. According to the network, the articles were divided to 49 clusters
by title terms, and some large clusters were shown in Figure 1. Clusters are shown with “#” and the numbers and
the size of words mean the cluster’s scale. These significant clusters identified that the highlighted research area
in “bridge inspection” researches. As shown in Figure 1, the clusters show some advanced autonomous technolo-
gies such as #0 unmanned aerial system, #1 defect detection, #2 unmanned aerial vehicle application, #3 infrared
thermography and so on.

Both of cluster #0 and #2 indicated about the unmanned aerial vehicle (UAV), which include developing
UAV, enhancing UAV’s performance, proposing the efficient flight path and suggesting utilizing ways. One of
the biggest problems in developing UAV is to keep stable while the flights in various environments. To overcome
this problem, many kinds of UAV have been developed and compared in some test places (Khaloo et al., 2018;
Dorafshan et al., 2018b; Ikeda et al., 2018; Salaan et al., 2018). In addition, a crack detection method, which uses
the images that were obtained by UAV, has been established by using image processing, deep learning and so on
(Kim et al., 2018; Zhong et al., 2018; Lei et al., 2018; Leea et al., 2018) . Not only crack detection but also to
create 3D models by images or using laser scanning have been a hot research area (Khaloo et al., 2017; Kim et al.,
2018). Therefore, researches about utilizing UAV have been conducted to obtain images and to use those data
effectively. The issues are also clarified in those studies, i.e., to get a stable flight in a GPS-denied environment
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Figure 1. An overview of the co-citation network
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because it relies heavily on GPS signals (Dorafshan et al., 2018b; Reagan et al., 2018), and in unfavorable weather
conditions (Seo et al., 2018; Zhong et al., 2018). Regarding to apply UAVs for bridge inspection, a survey was
conducted in the U.S. by Duque et al. (2018). According to the survey for Departments of Transportation (DOTS),
one state had used a drone for bridge inspection and six DOTs were planning to use drones in the near future
(Duque et al., 2018). As shown in this survey, interest in utilizing drones becomes increasing.

Cluster #1 focusses on defect detection, which includes detecting cracks, rebar corrosion, and other many
types of defects. In this research area, concrete crack detection is one of the most highlighted areas (Dorafshan et
al., 2018a; Kim et al., 2018; Zhong et al.,2018). There are two main detection methods, one based on image
(Dorafshan et al., 2018a ; Dorafshan et al., 2018b ; Kim et al., 2018) and the other based on point cloud data
(Turkan et al., 2018; Huthwohl & Brilakis, 2018), and deep learning is used in each. In terms of using deep learning
for image-based crack detection, Dorafshan et al. (2018a) compared the performance of common edge detectors
and deep convolutional neural networks (DCNN) in concrete structures, and it showed that the method used DCNN
was better than the common one. Fan et al. (2018) proposed a crack detection algorithm based on the mesoscale
geometric features to effectively distinguish cracks and false cracks. Huthwohl & Brilakis (2018) presented a
method to automatically identify regions of interest in order to reduce the inspection space to areas which can then
subsequently be inspected by a human engineer or by an automated defect classifier. Those crack detection meth-
ods target is not only concrete but also fatigue crack in steel (Dorafshan et al., 2018b). Moreover, a new technique,
which possesses the ability to extract bridge dynamic properties from the responses of a vehicle that passes over
the bridge at high speed was introduced (Elhattab et al., 2018), and to detect rebar corrosion in concrete structure
by using ground penetrating radar (GPR) has been used (Eisenmann et al., 2018). Thus, the researches about defect
detection have been conducted from many kinds of approach.

Cluster #3 mentions infrared thermography which has been used to bridge inspections. Hiasa et al. (2017a,
2017b, 2017c) evaluated the accuracy and reliability of infrared thermography (IRT) for high-speed applications
to detect concrete delaminations. This technology does not require the closing lane, and the test result showed high
accurate damage detection. On the other hand, it is considered that to combine IRT and other technologies such as
UAYV or GPR (Abu Dabous et al., 2017; Mader et al., 2016). Abu Dabous et al. (2017) introduced an integrated
method utilizing IRT and GPR technologies to enhance the detection of concrete bridge defects.

4. THE BEST PRACTICE AND PROBLEM

As summarized in Section 3, the autonomous technologies which are used for bridge inspection have been
researched from various areas ranging from data acquisition to analysis. These technologies are developed not
only separation but also combination, e.g. to obtain data by using UAV and to analyse those data by using image
processing (Kim et al., 2018; Zhong et al., 2018). Thus, it is clear that combining techniques will allow more
efficient inspection. Each technology is in the stage of demonstration or experiments at existing bridges and com-
parison with conventional methods, and the results show possibilities of those technologies utilization for bridge
inspection.

Focusing on the subject of those technologies, many technologies and researches target concrete bridges,
and there is a tendency that many researches focused on cracks among damage. It is assumed that cracks in concrete
are selected as the damage that is easy to detect and check by using image processing or deep learning technology,
as the first step of using those technologies for bridge inspections. Subsequently, in addition to cracks, other types
of damage have been attempted to be detected as well, e.g. delamination and spalling of the concrete deck. In the
conventional inspection method of those damages requires traffic control because the inspectors need to be in close
distance with those damages. To conduct an effective inspection of them, research on using NDE which does not
require traffic control is actively implemented (Elhattab et al., 2018). Thus, it can be seen that the development of
defect detection technologies for concrete bridges is actively promoted. However, autonomous technologies for
steels, such as detection of corrosion of rebar in reinforced concrete (Eisenmann et al., 2018) and fatigue cracks
on steel bridges (Dorafshan et al., 2018b), are fewer than those technologies for concrete. It will be desired that
further researches about steel in the future.

In many researches, the main purposes are to objectively evaluate the damage, increase the efficiency of
fieldwork, and ensure the safety of inspection work. These purposes have been achieved by the currently developed
technology. However, when applying these technologies to an existing bridge’s inspection, it is difficult because
of the limitation by the law about inspection, and that utilization is only as a support for inspectors at this time. As
technology development and its verification progress, it is desired to ensure safety when using those technologies
and to draft the law about using autonomous technologies for bridge inspection.

5. DISCUSSION

As the development of various technologies progresses, it can be said that the following certification or
evaluation are desired to apply for bridge inspection; (1) objective evaluation of technology performance (e.g.
specification of crack detection limit size and application condition); (2) certification of the safety on the structure
evaluated by the technology (e.g. verification by comparison with the evaluation by conventional methods); (3)
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certification of the safety when using the technologies. If they are not proved, it will be difficult to draft the law
about using autonomous technologies or to mandate using those technologies in the law.

With regard to (1) and (2), evaluations are in progress by each technology developer, e.g. by comparison
with existing methods. One of the criteria for evaluating technology is to satisfy specific numerical values based
on the bridge inspection guidelines established by the local municipalities that manage the target bridge. Therefore,
further technical development is expected by defining and publishing the required performance when each local
municipalities use autonomous technology.

With regard to (3), it is a particularly legally sensitive part, for example in U.S. and Japan, there are strictly
flight safety restrictions for UAV (Federal Aviation Administration, 2019; Civil Aviation Bureau, 2019). To clear
those requirements, the research which improves the stability of the UAV and simplifies the operation have been
conducted. Some NDEs, including IR and GPR, have also been developed that can implement the inspection with-
out traffic control, and it is suggested that those technologies can overcome those limitations.

To accelerate the application of autonomous technology, it is desired for each country to draft a law on
the application of those techniques to bridge inspection. In Japan, the Guideline for Periodic Road Bridge Inspec-
tion was revised in March 2019, and the order about visual inspection has been relaxed (Road Bureau, 2019b). It
is expected that further technological development and introduction will be promoted.

6. CONCLUSIONS

In this study, a literature review was conducted with a focus being placed around identifying the best
practice of current technological approaches and proposing the futuristic research directions for technological re-
finement and improvement. The results are summarized as follows.

(1) The researches related to UAV are the most frequent. Those researches are being carried out on hard-
ware such as the development of the UAV and enhancement of commercial UAV, and software such
as the proposal of flight routes for efficient information acquisition. Test flights on existing bridges
are also being conducted. It is pointed out for problems which include flight during bad weather, loss
of image quality, and stable flight under non-GPS environment.

(2) The researches related to defect detection technology, high precision detection has become possible,
such as using image processing and deep learning. Many researches have been conducted on the
subject of concrete crack detection. In addition, researches using NDE for other damage such as de-
lamination of concrete are also increasing. There are still few research concerning rebar in concrete,
fatigue cracks and corrosion in steel bridges, etc., and further studies are desired.

(3) Research on NDE technology such as IR and GPR are also in progress. These technologies greatly
increase the possibility of conducting inspections without traffic controls.

(4) With the development of various technologies, when considering the application to existing bridges,
the application may be difficult due to legal restrictions. It is desired to draft the law after ensuring
the accuracy and safety of each technology.
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Abstract: Image registration is a process to match and align a group of images. It is the first step of
photogrammetric techniques such as Structure from Motion (SfM) to construct a model. It uses feature detector
and descriptor algorithms to detect features inside each image and link these similar feature pairs to solve the
unknown variables that is required for further processes. Before using feature detector and descriptor algorithm
with a specific knowledge, a performance evaluation of these algorithm is necessary to be conducted because each
algorithm has different advantages and disadvantages over specific expertises. Infrastructure project digital images
are unique because the structures have similar shapes and smooth surfaces, which can complicate the image
registration quality. Moreover, the uncontrolled lighting can further decrease the clearness and sharpness of images.
Therefore, it is very challenging to get satisfied output by processing unmodified infrastructure images through
photogrammetric techniques. Although these algorithms have various types and directly affect the quality of the
model, there are no performance evaluations in the domain of infrastructure images to be seen. This study proposes
the performance evaluation of robust feature detector and descriptor algorithms. The evaluation is separated into
two categories, which are the feature coverage inside the region of interest (ROI) and the performance of feature
matching. The result shows that Oriented FAST and Rotated BRIEF (ORB) can detect the highest amount of
features with the shortest amount of time. However, Speeded Up Robust Features (SURF) can better detect features
inside the ROI, which may lead to the better output quality. Finally, SURF128, which is SURF that was extended
to utilize 128 floats, can finish the entire process at the fastest speed. This study can serve as a suggestion when
feature detector and descriptor algorithms have to be chosen to solve questions inside the infrastructure domain.

Keywords: Image registration; feature detector and descriptor algorithms; feature detection; feature matching;
infrastructure digital images

1. INTRODUCTION

In the current practice, construction companies are using digital images due to their cost-effectiveness,
accuracy, and easy utilization (Hamledari et al., 2017; Zhang et al., 2009). By using digital images, they can be
processed through Structure from Motion (SfM) technique to create a model, for example, a building (Musialski
etal., 2013), a field (Carbonneau & Dietrich, 2017), ariver bank (Micheletti et al., 2015), and a pile of embankment
(Wrozynski et al., 2017). SfM is a simple and inexpensive type of photogrammetry-based techniques that utilizes
an algorithm called the feature detector and descriptor to automatically detect and match numerous suiting
attributes from intersections between images to construct a model (Westoby et al., 2012). Therefore, the quality of
the SfM model greatly relies on the performance of this detection and matching.

There are numerous feature detectors and descriptors, which have their own advantages and disadvantages,
to be implemented. Among these feature detectors and descriptors, Scale Invariant Feature Transform (SIFT)
(Lowe, 2004), Speeded Up Robust Features (SURF) (Bay et al., 2008), KAZE (Alcantarilla et al., 2012),
Accelerated-KAZE (AKAZE) (Alcantarilla et al., 2013), Oriented FAST and Rotated BRIEF (ORB) (Rublee et
al., 2011), and Binary Robust Invariant Scalable Keypoints (BRISK) (Leutenegger et al., 2012) have their own
feature detectors and descriptors inside their algorithms. They are robust to image distortion such as rotation, affine
transformation, and the zooming in or out between images (Tareen & Saleem, 2018). Moreover, they can be utilize
easily with the built-in libraries inside OpenCV (Bradski, 2000). There were studies that proposed the comparative
performance analysis of these algorithms with public image datasets (Hietanen et al., 2016; Isik & Ozkan, 2014;
Tareen & Saleem, 2018). However, the comparative performance analysis is still needed before using these
algorithms because a specific algorithm that can perform well with some expertises does not guarantee that it can
execute well with other study topics (Rusinol et al., 2015). Some conclusions from previous comparative
performance analyses on unique expertise datasets are, SIFT could perform well with night vision goggles images
(Mouats et al., 2018), SIFT, ORB, and BRISK accomplished with document images (Rusinol et al., 2015), and
SURF had high performance with images from a drone for emergency landing (Cowan et al., 2017).

Digital images with feature detector and descriptor algorithms in civil engineering have been studied for
a while now, for instance, rectangle concrete columns detection (Zhu & Brilakis, 2010), sparse point cloud
generation using features from two calibrated cameras (Fathi & Brilakis, 2011), bricks calculation (Hui et al.,
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2014), absolute-scale point cloud generation of civil structures from a cube (Rashidi et al., 2015), inspection of
frame manufacturing from CAD images (Martinez et al., 2019), and crack detection in civil infrastructure using
digital images (Kong & Li, 2019). Anyway, the feature detector and descriptor algorithms have not been focused
as the main topic in the civil engineering scope. Studies often verified the performance of their system, not the
performance of feature detectors and descriptors themselves.

Furthermore, infrastructure construction site digital images are unique because they consist of rocks,
vegetation, and same textureless planar structures from location to location. This situation can complicate the
detection and matching. The uncontrollable lighting of the outdoor environment can also decrease the quality of
image matching by declining the color clearness and texture sharpness (Henderson & lzquierdo, 2015). To
enlighten on this problem, a sample image dataset was processed through Agisoft Photoscan which is considered
to have high performance for SfM technique (Remondino et al., 2012). Figure 1 shows the result from Agisoft
Photoscan. It can be seen that the columns in the original image lose their caps although there are some detected
features. This is the result of the failed image registration, which the feature detector and descriptor algorithm
cannot find the reliable matchings of the column caps between images. Although the feature detector and descriptor
algorithm inside Agisoft Photoscan is not openly shown to the public (Verhoeven et al., 2015), one of the technical
support staff said that they utilized an algorithm that similar to SIFT (Semyonov, 2011). In order to further clarify
this problem, an exploratory testing was conducted by using SIFT as a feature detector and descriptor algorithm
to do the feature matching of this dataset. Figure 2 shows the result of the matching and it can be seen that there
are no matchings between column caps at all. This situation could happen when the algorithm had lower confidence
to match the column caps therefore, it decided to instead match the boulders and vegetation that it had higher
confidence in matching. Consequently, there is a need for a performance comparison between feature detectors
and descriptors to find the suitable algorithms for infrastructure project digital images, which has not been seen.

The objective of this study is to evaluate the performance of feature detector and descriptor algorithms
when they are implemented with the unmodified infrastructure site digital images. Each algorithm is compared
from their abilities to detect features inside images and match their similarity. The computational time in each
process is also compared to gain the insight of the speed of each algorithms with infrastructure domain.

a) The original image b) Detected features ¢) The final mesh

Figure 1. Final results of the SfM technique from Agisoft Photoscan

Figure 2. The result of the feature matching by SIFT

2. PROPOSED METHOD

The proposed method is separated into five parts, which are shown in Figure 3. Infrastructure digital
images are utilized as the input of this study. These images are classified based on their original capturing tools,
put into classified dataset, and processed through an image processing software to be manually cropped. These
cropped images are also formed other datasets that have no background to visualize the impact of the background.
Moreover, the rim of these cropped images will be served as the ROI of the testing. Next, the system implementing
feature detector and descriptor algorithms is developed to extract and match features between each image pair. For
the ROI coverage testing, every images from datasets that have the background are processed into the system to
mark the feature inside each image. These images are further processed into an image processing software to
calculate the number of pixels that each feature detector and descriptor can detect. After the number of pixel inside
the entire picture is achieved, the ROI is utilized to find the number of pixels inside the ROI and calculate the
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coverage that each algorithm can detect. Then, every dataset is processed into the system again to do the matching
between each image pair. In this part, each algorithm detects and highlights the features inside each image.
Afterwards, each feature inside the first image is utilized as the reference to find other similar features inside the
second image. If the similar feature is found, the system will match these two features by drawing a yellow line
between these two features. The evaluation is separated into two criteria, which are the performance of the
matching and the computational time in each step. These criteria are two important factors for the image
registration. The higher number of the good matching shows the better ability to find the similarity between images.
Meanwhile, the computational time shows the rapidness of the system, which will be necessary when the speed of
the image registration is concerned. Finally, the results are compared, discussed, and concluded.

Quantitative . .
Data System ROI coverage erformance and Discussion
acquisition and ¥ — Tage |y P . and
. development evaluation computational .
preparation . . conclusion
time evaluation

Figure 3. Research procedure

3. Experimentation

Eight digital image pairs from a real infrastructure project in Thailand were captured by a drone and a
camera. This case study was chosen because it contained numerous type of smooth surface reinforced concrete
structures and had disordered environment. The drone used in this study was DJI Phantom 4 and the camera was
Olympus EM-10 Mk I1l. Figure 4 shows the sample images from each image pair. Then, these images were
manually cropped to extract the interested structures and utilized as the ROI for further evaluations. Figure 5 shows
the example of the original image and the cropped image that its rim will be utilized as the boundary of the ROI
coverage evaluation. Consequently, there were four datasets which were images from a camera, images from a
camera that have no background, images from a drone, and images from a drone that have no background. Each
dataset consisted of eight images (four image pairs).

Next, both ROI and normal images were processed through a system programed on Spyder with OpenCV
3.4.2 to detect the feature points inside these pictures. The specifications of the testing computer were Intel(R)
Core(TM) i5-8400 CPU @ 2.80GHz and 8.00 GB RAM. Feature detector and descriptor algorithms that were
evaluated in this research were SIFT, SURF (64-Floats), SURF128 (Extended SURF that used 128-Floats), KAZE,
AKAZE, ORB, and BRISK. The output of the system was black images that the positions of feature points were
marked in red color. These images were processed through Photoshop CS2 to find the number of red pixels and
calculate for the percentage of ROI coverage (red pixels inside the yellow line). Figure 6a) shows the output image
from the system. The yellow line in Figure 6b) was manually marked to show the boundary of the ROI. It used the
rim of Figure 5b) as the reference.

> = - 3
X e ﬂ

b) Pictures from a drone

e

ures from a camera

a) Pict

Figure 4. Sample pictures inside each dataset

a) The original image b) The cropped image

Figure 5. The example of the original image and the cropped structure inside no background dataset
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a) The output image from the system b) The boundary of the ROI

Figure 6. The output image after processed Figure 5a) through the system and the boundary of the ROI

Next part was the evaluation of the feature matching by each feature detector and descriptor algorithm.
The matching scheme between features was Nearest Neighbor Distance Ratio, which utilized first two nearest
neighbors from a feature set of the first image as the references and then, searched through similar features from
another picture. The threshold ratio of this matching scheme was set at 0.7 to eliminate the low confidence matches.
For SIFT, SURF, SURF128, and KAZE descriptors matching, Least Absolute Deviations or L1-norm was utilized
for the image registration. Meanwhile, Hamming distance (Robinson, 2008) was used for AKAZE, ORB, and
BRISK descriptors matching.

When the matching was on going, it had high probability to form bad matchings that will affect the quality
of the image registration. Therefore, these bad matchings had to be removed by using RANdom Sample Consensus
(RANSAC) algorithm (Fischler & Bolles, 1981). The iteration of RANSAC was set at 2,000 iterations and 99.5%
confidence like Tareen and Saleem (2018). In order to raise the confidence of the time measurement of each feature
detector and descriptor algorithms, the entire matching was executed 100 times for each algorithm and each image
pair to minimize the risk of computational errors.

4. RESULTS
4.1 The comparison of the detection coverage

Firstly, sixteen images from camera and drone datasets were processed into the system. Each sample was
evaluated separately between each feature detector and descriptor algorithms. Figure 7a) shows the sample image
from the camera dataset Figure 7b) to h) shows the output from each feature detector and descriptor algorithms.
Red dots were features that each algorithm detected and the yellow lines were manually draw to show the ROI
boundary of the image. Table 1 shows the result of the example in Figure 7. The calculation started by finding the
number of pixel in the original image. In this case, the original image was 1080 x 1440 pixels, which equaled to
1,555,200 pixels. Then, this amount was utilized to divide the total detected features of each algorithm to find the
percentage of the coverage for the entire image. Next, the numbers of red dots inside the ROI were calculated to
be divided by the number of pixels inside ROI, which was 484,526 pixels in this case.

d) SURF128

b) SIFT

a) Original image

h) BRISK

e) KAZE g) ORB

f) AKAZE
Figure 7. The sample coverage results of the study

From Table 1, it could be seen that ORB can detect the highest amount of feature inside an image.
However, when focusing inside the ROI of the image, SURF could do better with the coverage about 25%
of the entire ROI. Furthermore, all of the results from every image pair were used to calculate the average
percentage of the coverage. The final average result of this part is shown in Table 2. The final result went
along with the example in Table 1 and demonstrated that ORB had the highest performance in detecting
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features inside an image. Anyway, SURF had the highest percentage of the features detection inside ROI.

Table 1. The result from the evaluation of Figure 7

Feature detector Total detected Percentage of detected Total detected ROI Coverage
and descriptor features (Pixels) features compared to the features inside ROI %)
algorithms entire image (%) (Pixels)

SIFT 136,933 8.805 29,225 6.032
SURF 258,399 16.615 125,206 25.841
SURF128 204,238 13.133 91,274 18.838
KAZE 73,593 4.732 15,102 3.117
AKAZE 63,047 4.054 15,807 3.262
ORB 340,587 21.900 78,718 16.246
BRISK 210,614 13.543 25,140 5.189

Table 2. The comparison of the average percentage of detected features and ROI coverage

Feature detector Average percentage of detected features Average ROI coverage by
and descriptor algorithms compared to the entire picture (%) detected features (%)
SIFT 11.552 7.877
SURF 18.864 23.802
SURF128 15.130 17.218
KAZE 6.955 6.946
AKAZE 6.672 7.034
ORB 30.882 20.976
BRISK 19.964 12.020

4.2 The performance evaluation of each feature detector and descriptor algorithm

In this part, all of the image pair, sixteen in total, were processed into the system to find the matching
performance of each feature detector and descriptor algorithm. Figure 8 shows the example results of an image
pair from the camera dataset and Table 3 shows the summary of the performance evaluation between feature
detector and descriptor algorithms. Please be noted that p stands for Micro (10°6).

g) Features and matchings by BRISK

Figure 8. The sample matching results of the study
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Table 3. Summary of the performance evaluation between feature detector and descriptor algorithms

Feature Detected features Tlmedfor features Time Tf' me
detector (Points) Matched | Matched ( etected for or Total
- pSecond) outliers .
and features inliers features | =, " time
descriptor 1st 2nd (Pairs) (Pairs) 1st 2nd | matched rejected (MSec)
algorithms | image | image image | image | (MSec) (HSec)
Camera dataset with no background
SIFT 1,522 1,470 190 121 | 12.431 | 10.265 0.971 0.112 | 23.779
SURF 4,130 3,839 396 236 | 7.941| 6.652 2.262 0.106 | 16.961
SURF128 2,716 2,551 312 202 | 3.457 | 2.830 1.034 0.102 7.423
KAZE 1,167 1,306 103 50 | 61.432 | 50.729 0.428 0.109 | 112.697
AKAZE 1,205 1,244 77 36 | 10.936 | 8.763 0.389 0.088 | 20.176
ORB 7,007 7,115 308 162 1.525 1.288 4.341 0.100 7.254
BRISK 2,142 2,221 104 61| 3.390| 3.153 0.928 0.095 7.566
Camera dataset
SIFT 10,974 7,876 248 119 | 12,178 | 11.691 | 23.406 0.084 | 47.359
SURF 14,626 | 13,141 480 250 | 10.787 | 10.095 | 23.046 0.098 | 44.025
SURF128 10,749 9,510 387 214 | 4.963 | 4.640 | 12.450 0.093 | 22.147
KAZE 5,474 5,110 102 42 | 54.821 | 54.658 3.975 0.088 | 113.542
AKAZE 4,821 4,117 76 24 | 9.813 | 9.651 2.273 0.076 | 21.813
ORB 63,308 | 47,596 499 114 | 5.029 | 4.010 | 144.843 0.089 | 153.971
BRISK 20,619 | 15,610 141 64 | 9.404 | 7.684 | 31587 0.078 | 48.753
Drone dataset with no background
SIFT 1,200 1,200 108 66 | 8.057 | 8.011 0.766 0.070 | 16.904
SURF 3,079 2,988 290 178 | 5245 | 5.246 1.680 0.075 | 12.245
SURF128 2,108 2,054 215 144 | 2.488 | 2.341 0.861 0.073 5.763
KAZE 1,190 1,144 136 63 | 36.585 | 36.155 0.425 0.075 | 73.240
AKAZE 1,101 1,063 77 42 | 6.854 | 6.587 0.285 0.061 | 13.786
ORB 9,192 8,880 318 172 | 1191 | 1.160 7.811 0.076 | 10.239
BRISK 3,171 3,036 130 83 | 3116 | 3.042 2.098 0.068 8.325
Drone dataset
SIFT 11,196 | 11,879 418 146 | 9.790 | 9.912 | 26.515 0.076 | 46.293
SURF 17,220 | 16,884 529 202 | 10.122 | 10.043 | 29.247 0.083 | 49.495
SURF128 12,778 | 12,487 413 159 | 4701 | 4.615| 17.482 0.076 | 26.875
KAZE 7,455 7,575 457 190 | 39.119 | 38.208 5.873 0.083 | 83.284
AKAZE 6,397 6,626 186 67| 7.632| 7.450 3.289 0.061 | 18.432
ORB 69,771 | 70,982 805 222 | 5.344 | 5.254 | 187.449 0.081 | 198.128
BRISK 28,510 | 27,932 459 202 | 11.249 | 10.870 | 61.542 0.080 | 83.740
Average of all image pairs from all dataset

SIFT 6,223 5,606 241 113 | 10.614 | 9.970 | 12.914 0.086 | 33.584
SURF 9,764 9,213 424 216 | 8.524 | 8.009 | 14.059 0.090 | 30.682
SURF128 7,088 6,651 332 180 | 3.902 | 3.607 7.957 0.086 | 15.552
KAZE 3,821 3,784 199 86 | 47.989 | 44.937 2.675 0.089 | 95.691
AKAZE 3,381 3,263 104 42 | 8.809 | 8.113 1.559 0.071 | 18.552
ORB 37,319 | 33,643 483 167 | 3.272 | 2928 | 86.111 0.087 | 92.398
BRISK 13,610 | 12,200 208 103 | 6.790 | 6.187 | 24.039 0.080 | 37.096

The result showed that ORB could detect the highest number of features in every case. The number of
matched features in the datasets that contained fewer details such as no background datasets were very competitive
between ORB and SURF algorithms, which in average, ORB could perform slightly better than SURF. However,
the number of matching from ORB algorithm decreased drastically after RANSAC removed the outlier matching.
SURF had the highest amount of inliers instead of ORB. For the time spent in each step, although ORB could
detect the highest amount of features in each image, ORB still spent the least period of time in cases that had fewer
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detail such as the datasets that had no background. For the datasets that had background, SURF128 could perform
faster. Furthermore, AKAZE spent the least amount of time in average for features matching and outliers rejecting.
Finally, SURF128 utilized the least amount of time in average for the entire process.

5. DISCUSSION

In general, ORB was a very promising algorithm for detecting features inside infrastructure images. It
could detect the biggest amount of features and still utilized the shortest period of time in order to detect them in
cases that had fewer detail like no background datasets. BRISK and SURF were other two algorithms that could
detect desirable amount of features inside images. ORB had great performance in feature matching but SURF also
had high performance, especially in the dataset that had fewer detail like the camera dataset that had no background.
Moreover, although ORB had considerably high amount of matching, more than half of these matchings were
rejected by RANSAC as poor matchings. The huge amount of time that ORB used to do the matching reflected on
this aspect also because the higher amount of detected features meant the higher possible matchings. However, in
this case, these matchings could be wrong and waste the time instead. These matchings also did not cover the ROI
of the images as expected because it could detect features up to about 30% of the image but could detect only
about 20% of the ROI. SURF had the highest amount of ROI coverage which might result in the better quality
model of ROI. Although it could detect around 18% of the image, it could detect the ROl up to about 24%.

AKAZE could match features rapidly. It spent the smallest amount of time finishing the matching and the
outliers rejecting. Besides, although the speed was very fast comparing to other algorithms, its matching number
was very poor and had the smallest amount of final matchings. Finally, SURF128 was the overall fastest algorithm
when it had to detect and match features inside unmodified images of infrastructures. The ROI coverage was
considerably satisfactory with the third rank behind SURF and ORB.

6. CONCLUSION

This study presents a performance evaluation between seven feature detector and descriptor algorithms,
which are SIFT, SURF, SURF128, KAZE, AKAZE, ORB, and BRISK. They have both a detector and a descriptor
available in their algorithms. They are also robust to the rotation, the affine transformation, and the zooming of
images. The evaluation used unmodified infrastructure digital images as testing datasets. This study can serve as
a suggestion for choosing the feature detector and descriptor algorithms with the infrastructure domain. The results
showed that ORB had the highest performance in detecting features. It also spent the least amount of time in
finding these features. Anyway, if the image had gigantic amount of features, it would slow down this process and
lose to SURF128. SURF had a competitive amount of detected features but the dispersion of detected features
inside the ROI was better than ORB and had the most promising result in ROI coverage testing. AKAZE was the
fastest algorithm to finish the matching and outliers rejecting. However, AKAZE performed poorly when it came
to the quantity of feature matching. Interestingly, SURF128 spent the least amount of time for the overall process.
Moreover, it could also detect the features inside the ROI very well and got the third rank in the ROI coverage
testing.

The limitation of this study was the number of the sample, which was small (sixteen image pairs, thirty-
two images in total). Therefore, more images should be implemented to solidify the result.
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Abstract: In Japan, the time has come to rapidly rebuild bridges and other civil infrastructure during this period
of economic growth to improve the service life of bridges and to develop long-standing government policy
measures to maintain bridges. Normally, bridge inspections are performed by a close visual inspection on site.
However, the number of professionals have decreased. For this reason, it is important to efficiently access
necessary data on site to save labor. To aid in this, the AR (Augmented Reality) technique has recently been
developed.

In order to identify the bridge, a method of accessing data using “marker type” AR technology is
employed. As in previous studies, a marker directly pasted on a bridge near a noted condition, such as a crack etc.,
has been proposed. This is useful for accessing the bridge’s condition data. But the data is not suitable for a bird's-
eye viewing of the whole bridge. Instead, it is easy to access whole bridge data using a “Bridge-Card”, functioning
like a business card, on which bridge specifications are documented. In this way, the Bridge Card is a marker.

This study aims to efficiently save labor for visual inspections using “bridge-cards”, which are the size
of a business card and developed with a bridge inspection support system for smart phones. This system delivers
specification data, inspection data, repair and reinforcement data, among other information used by AR when the
“bridge-cards” is read by the smart phone. This paper discusses the suitability of the use of a marker, while
considering the reality that it is useful to access data off-site, in addition to location-based AR, which requires a
bridge site visit.

Keywords: bridge maintenance support system, visual inspection, bridge-card, augmented reality

1. INTRODUCTION

Recently in Japan, civil infrastructure renovation and construction during this high economic growth
period is needed to maintain and extend service life (Abe et al., 2006; Miyagawa et al., 2008). This paper targets
the civil infrastructure of bridges. The bridge inspection method is a visual inspection. The Ministry of Land,
Infrastructure, Transport and Tourism revised the ministerial ordinance on March 31, 2014 to establish specific
standards for road maintenance based on the provisions of Article 35-2, paragraph 2 of the Road Law Enforcement
Order. It requires a visual inspection check once every five years. Without engineering knowledge of the structure,
material and environment of a bridge, however, a visual inspection is not sufficient. Unfortunately, the number of
engineering inspectors is insufficient to perform the necessary visual inspections, with the retiring of the baby-
boom generation, decreasing birthrate, and aging population. The Ministry of Land, Infrastructure, Transport and
Tourism uses ICT as “i-Construction”, in order to efficiently solve this problem (Tateyama, 2016). Furthermore,
the cabinet office tried to use SIP (Cross-ministerial Strategic Innovation Promotion Program) in order to
collaborate with other ministries for civil infrastructure management. We focus on Virtual Reality in the ICT field,
developing an AR (Augmented Reality) technique based on image detection or identification of an area using
advanced Al (Artificial Intelligence) techniques (Tachi et al., 2011). This AR technique is used by the famous
smart phone “Pockemon GO”, an application shown in “Pocketmonster” on smart phone cameras.

Basic specification, historical inspection, historical repair and strength data are necessary for the visual
inspection. Basic specification data consists of the bridge name, location, year place in service, type of bridge and
so on. The historical inspection data confirms existing cracks or spalling and any progress made in these conditions.
In addition, if the historical repair or strength data exists, the inspector needs to check it. Before 20 to 30 years
ago, these data existed only on paper. In the past ten years, these data have become electronic, and more electronic
data is expected in the future. These electronic data are printed out for the target bridge when inspectors make a
site visit. The printing of data in preparation of a visual inspection is inefficient. Although smart phones or tablet
PCs are popular, they are almost never used in civil infrastructure maintenance. Hardware problems in the field
include exposure to water and dust, while the software issues include not having a standard electronic data format.
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First, hardware problems can be resolved with more costly equipment, while dustproofing and rainproofing will
improve advanced technology. We investigate the question of the standard electronic data format. In order to solve
this question, we use the AR technique (Tachi et al., 2011; Kobayashi, 2010; Nikkei Communication edited, 2009;
I/O edited, 2016 ).

Upon accessing bridge inspection data using the AR technique, the system needs to identify where bridge
it is. There are several methods for accessing inspection data using AR. The primary way is through location-based
AR. Bridge location is identified by GPS-measured longitudes and latitude, depending on the positioning accuracy
and GPS capability. Another method is vision-based AR, with which it has recently become possible to identify a
bridge using image recognition technology and space recognition technology. Vision-based AR has both marker
and markerless types. The marker type is often realized by QR code, among other methods. However, any sort of
marker is sufficient for specifying the bridge, and this can be realized with a business-card sized card, a symbol or
the like. On the other hand, the markerless type used by space recognition techniques needs high-spec CPU
performance because of the amount of calculations it requires. In the future, with advancing hardware, this will
become popular.

In this study, we discuss data access using markers for bridge identification. Previous research proposed
directly accessing data about bridge damage conditions with QR code, because QR code paste on near point of
each damaged condition. Thus, each damaged condition datum would be accessed, but data about the whole bridge
damage condition could not be accessed.

In order to easily access whole bridge data, such as bridge damaged condition or specifications, business
card-sized bridge-cards were created for use as a marker. This study is concerned with the appropriateness of
bridge-cards. These are more useful than location-based AR, which require a bridge site visit.

The purpose of this study is to develop an efficient bridge inspection support system by using the bridge-
card, which is AR technique user-friendly, and to propose how to efficiently inspect bridges on site.

2. OUTLINE OF A BRIDGE INSPECTION SUPPORT SYSTEM USING A “BRIDGE-CARD”
2.1 How to apply the AR system to the bridge inspection support system

When a bridge inspector checks a bridge by visual inspection, they require basic specifications and
historical inspection information. Figure 1 shows each user role in the bridge management DB. How to access
these data from the management DB depending on user, place or purpose differs. Here, we assumed the following
users: a bridge manager (Administrator), a system developer (Developer), and an inspection engineer (Bridge
Inspectors). As shown in Figure 1, the bridge manager (Administrator) checks overall data via an office PC to
develop a maintenance plan. For this purpose, a GIS system is efficient. The system developer (Developer) updates
data from the DB via a PC in an office or datacenter and directly accesses data from the DB through the server
engine client tools. The inspector engineer (Bridge Inspectors) accesses bridge specifications, like a bridge name,

m /—[ Bridge Inspectors ]\
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Management data DB system (AR system)
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Figure 1. Role of users in bridge inspection support system by using AR
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location, and bridge type, on the bridge site and further refers to historical inspection results during the visual
inspection to check whether the number of damage conditions have increased or whether any damage conditions
have progressed. In this situation, it is important to easily access these data from the DB by using a smart phone
or tablet PC. In this study, we suggest data access via a “Bridge-Card” on an AR system. In general, there are
methods to directly access data from a URL or QR-code. But a “Bridge-Card” is easily printed out like a business
card and allows the user to quickly recognize bridge name, type of bridge and a bridge form from a picture
overview.

2.2 About AR technique

AR (Augmented Reality ) is one representation of “Reality”. Other methods include VR (Virtual Reality)
and others. AR exists between the real environment and the virtual environment by creating a computer
visualization, as shown in Figure 2 (Paul, Kishino ,1994; Ronald, 1997 ). MR (Mixed Reality) consist of the real
and virtual environment. AR techniques make virtual images and sounds in the real environment. The conditions
of AR are “1.The fusion of the real environment and VR environment by computer ”, “2. Interaction with the real
environment” and “3. Three Dimensions” (Kobayashi, 2010; Ronald, 1997).

A type of fusion VR environment is shown in Table 1. This kind is roughly divided into location-based
AR and vision-based AR. Location-based AR identifies a place by GPS. In this, it is important to measure location
with a GPS. On the other hand, vision-based AR identifies a place by image recognition from a picture on a smart
phone. This is achieved by marker and markerless types of AR. With a marker type, a place is identified by a
marker; whereas, with a markerless type, place is identified by image recognition. Table 1. show the features of
each AR type.

The procedure for using marker-type AR follows the steps in Figure 3: Step 1 “Capture image from
camera”, Step 2 “Recognize marker and pattern matching”, Step 3 “Measure 3D-location and direction”, and Step
4 “Mix CG(VR) and image from camera”.

2.3 Bridge management and utility AR

Utility AR used for bridge management deals with how to access the DB. Table 2 shows the original
method. A “bridge location” target uses latitude and longitude with GPS measurement. A “Whole bridge” target
and “Bridge name board” is needed for high-performance smart phone or tablet PC location identification. In
general, camera movies consist of 30 frames per 1 second. This means that the processing time is 33 mill second
per 1 frame. Thus, a short processing time is clearly needed. A “Bridge-card” target needs a card, but as a “Bridge-
card” is a marker, it is possible to access data in practice. In addition, as a “Bridge-card” is a card, it is easy to
know bridge data on site as printed in basic specifications (bridge name, length of bridge, location and type of
bridge).

————— Mixed Reality \

D —————————

Real Augmented Augmented Virtual
Environment Reality Virtuality Environment

Figure 2. Outline of AR

Table 1. Type of AR and features
Type of AR Advantage Disadvantage

Location data as latitude and longitude;
Location—based AR direction and tilt data can be obtained on
any platform.

Depending on the GPS system, position errors
may occur.

It is necessary to put a marker on the bridge
It is possible to display additional data due |site in the real world. If it is difficult to put a
to marker accuracy. marker on a physical place in the environment,
then it can’t be used.

Marker type

Vision—based AR

Calculations are necessary to identify the
space and shape of things like a bridge. This
requires a high—performance client with large
computational complexity.

It is possible to directly show the
Markerless type |additional data without any physical place
marker by considering the landscape.
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Figure 3. Procedure of marker-type AR

Table 2 . Target of identification and AR type for bridge management

Target AR Type Feature

Requires measuring location with GPS

Bridge location(Log. Lat.) Location—based AR and accessing DB on site.

Needs a high—performance client to
Whole bridge Vision—based AR, Markerless type [recognize an area, and it can access DB
on site.

Needs a high—performance client to
Bridge name board Vision—based AR, Markerless type [recognize an area, and it can access DB
on site.

It can access DB anywhere (bridge site,
Bridge—Card Vision—based AR, Marker type office). It creates “Bridge—Cards”, and it
needs “Bridge—Cards”

From the above, in this study we apply a marker type AR (“Bridge-card”) to confirm basic specifications
on the bridge site with a smartphone or tablet PC.

2.4 System goals and environmental development

The objective of this system study is to make visual inspection work more efficient for bridge management.
The main user target is the bridge inspector. We also look at how a bridge inspector can easily use this system on
site once training tools are provided. This system uses a method of visualizing the data with a bridge-card as an
AR marker and with the camera function of a smartphone, as shown in Figure 4. For this method, it is necessary
to make a “Bridge-card” and record it as an AR marker in advance.

Development environments are Unity, Vuforia, and Android Studio. Unity is IDE (Integrated
Development Environment) for Games. As Unity is multiplatform, it is possible to apply any platform that has a
client PC and a smart phone (android or i0OS) under the same programing code and content. Vuforia is a library
for making AR suggestions from Qualcomm Inc. It is known to have a high potential for recognition accuracy,
and in addition, it is easy to utilize for planar marker recognition, 3-D marker recognition, cloud recognition, and
tracking recognition when the marker shows the camera. Android Studio is the official IDE for Android application
development based on IntelliJ IDEA. IntelliJ IDEA is a powerful code editor and development tool used to
improve efficiency and productivity of android apps.

= S
sy - * Bridge name
S;“ BN * Year placed in service
e e - * Bridge length
e P . > » Number of spans
* Type of bridge
* Type of foundation
* History of inspection
* History of repair

EXT
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Figure 4. Outline of this system
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The smart phone for application verification is the Nexus 5 (Google) android version 6.01 and Mate 10
Pro(Huawei) android version 8.00.

3. DEVELOPING THE SYSTEM AND RESULTS
3.1 System Procedure

Figure 5. shows procedures for this system. This system needs basic specification data and historical data
from the target bridge. Next, a bridge-card is created based on pictures from the whole bridge. Here, as show in 1
to 3 of Figure 5, the “Bridge-Card”, as an AR marker, is registered in the Vuforia system. The Vuforia system has
an accuracy value to identify an image as an AR marker, which needs to exceed a certain threshold. After
registering the image in Vuforia, it is possible to carry out an AR system using Unity. In Unity, a bridge model
showing historical data for bridge management is created. Finally, an application for a smart phone is compiled
with “Android Studio” and “Unity”.

3.2 Making “Bridge-Cards”

A “Bridge-Card” image is made using a general image editor application. The information for the “Bridge-
Card” is bridge name, a panoramic view of the whole bridge, the bottom of the girder, and the bridge surface.
Figure 6. shows a “Bridge-Card”, and Figure 7 shows a “HYBRIDGE-CARD” made by the Japan Bridge
Association Inc. for public promotion about the attraction of steel bridges to everyone from elementary school
students to bridge enthusiasts. The “HYBRIDGE-CARD?” is effective for use as a “Bridge-Card” in this study.

N —————

—-————

|

1
1
1
1
1
: 2. | Implementing AR on Unity | Improve
1
1
\

ﬂ

—_————

3.| Linking Android Studio and Unity

| Making an application |

Confirming an application and
extracting problems

End

Figure 5. System Procedures
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Therefore, the “HYBRIDGE-CARD” was registered as the “Bridge-Card” in Vuforia. In the following section,
we discuss the “Bridge-Card” recognition rate.

3.3 Results of the bridge-card identification rate

The Vuforia system has a “Rating” value, which means it uses recognition rate (“Rating” value) as a
threshold level. This “Rating” is expressed in five levels for an identified image. When the “Rating” value is “0”,
recognition rate is low. When the “Rating” value is 5, the recognition rate is high. Normally, when the “Rating”
value is “0”, a smart phone cannot identify the Bridge-Card via the camera, and it is impossible to display the data.
Therefore, “Bridge-Card” investigate how to make image recognition of “Bridge-Cards” more effective. Several
kinds of “Bridge-Card” images trend towards a larger, desired “Rating” value. Figure 8 (a) shows “Rating”
(recognition rate) of a “Bridge-Card”. In Figure 8 (a), No. 1 and No. 2 are different bridges. No.1 and No.2 feature
detailed text information, surrounded by a black rectangle. No. 3 does not have these features; although it pictures
the same bridge as in No. 1. The “Rating” of No. 3 is 2. Figures 8 (b) and (c) show the average and standard
deviation of brightness value for No. 1 and No. 2 on the vertical axis and “Rating” (recognition rate) on the
horizontal axis. Here, the brightness value is applied as red, green and blue.

Next, Figure 9 shows the result of the “HYBRIDGE-CARD” made by the Japan Bridge Association Inc.
As an example, the Rating of “HYBRIDGE-CARD” from 2 to 5 is shown in Figure 9 (a). Figures 9 (b) and (c)
plot each of five points at Ratings of 3 to 5 and one point at a Rating of 2. This figure shows the average and
standard deviation of brightness (R) value on the vertical axis and “Rating” (recognition rate) on the horizontal
axis. Here, brightness (R) is summarized by just the red value.

The brightness value is expressed as 0 to 255 for each pixel of the three primary colors, red, green, and
blue. For example, red is expressed by (255, 0, 0), black is expressed by (0, 0, 0), white is expressed by (255, 255,
255). This means that as the numerical value increases, brightness increases.

4. DISCUSSION

As “Rating” increases, the average brightness value also increases, as shown in Figure 8 (b) and Figure 9
(b). The results show that this trend towards larger Ratings follows a brighter value for the “Bridge-Card”.

We see from Figure 8 (c) and Figure 9 (c) that as “Rating” increases, it trends towards a higher standard
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deviation of the brightness value. This means that a brightness value of 0 to 255 appears uniformly. In other word,
there is a trend towards a larger recognition rate when various colors are used.

In summary, it is able to improve the recognition rate by increasing brightness value. Here, “Bridge-Card”
recognition rate (“Rating”) do not differ once a high recognition rate was designed procedure in the creation of the
“Bridge-Card”. In addition, to improve the recognition rate (“Rating”), the “Bridge-Card” was surrounded by black
rectangular line, and string information was added, which resulted in a recognition rate improvement of 2 to 4.

To summarize the above, low recognition rates (“Rating”) can be improved by redesign.
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5. Applied system example

As shown in Figure 10, when a “Bridge-Card” registered in Vuforia system is used via smart phone in an
android application, basic bridge specifications are displayed on the device monitor. Figure 10 illustrates a bridge
inspection model where a bridge inspector on site references data required for visual inspection by AR.

When a bridge inspector makes a visual inspection on site, they draw damage conditions, such as cracks
and spalling, on paper. In these circumstances, it is important to easily access the DB. To improve the accuracy of
the damage condition drawing, a bridge inspector must confirm historical repairs. At this time, it is useful to access
detailed data on a smart phone or tablet PC using a “Bridge-Card”, which can fit easily into the inspector’s pocket,
like a business card. In addition, since it can be easily used even in severe field environments, it can use for an
administrator in the office. A bridge inspector can check the data in the office before going to the bridge site,
without needing to print out a drawing.

The advantage of using physical paper cards (Bridge-Bard) is that they efficiently access data, without
taking a photo of the whole bridge when moving downstream or upstream on the bridge site, allowing easy
confirmation of the data in the office. Furthermore, the readability of the information on physical paper cards
(Bridge-Cards) makes the data easily understood.

6. CONCLUSIONS

In this study, we described how to easily access the damage condition drawing data, historical repair
method data, and basic specifications for bridge inspection. This method uses the AR technique, based on a
“Bridge-Card”, which is like a business card. In this “Bridge - Card”, there is a whole photo of the bridge, along
with bridge name, construction year and so on. The developed application reads a “Bridge-Card” on a smart phone
camera. If the application identifies a bridge in this system, it displayed the bridge data for inspection use.

The following results were obtained through this study:

1) With the aim of efficient bridge inspections, we developed and used a visual inspection support system
that utilized a “Bridge-Card” and AR.

2) We created the “Bridge-Card”, and we also used the “HYBRIDGE-CARD”. If the recognition rate
(“Rating”) was high, Vuforia image recognition rate increased.

3) We suggest that on site bridge inspectors can easily access the data required for visual inspection in
this application using AR.
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Abstract: Building information modeling (BIM) currently provides a significant benefit to digitization in the
construction industry in and outside of Germany. New techniques such as Augmented Reality (AR) and Virtual
Reality (VR) can contribute to the spread of the BIM methodology in the construction industry and it will
complement traditional planning and execution methods. Certainly however, these innovative technologies have
the potential to simplify the entire planning and execution process.

The BIM methodology, VR, and AR are not well-known nor well applied in Germany. BIM is used in
building design, but mostly in pilot projects. It needs to be implemented in the daily workflow. By combining it
with new visualization methods, the added value of the BIM methodology will be increased and the process of its
implementation will possibly be accelerated.

Today, the linking of BIM with AR or VR is done only in basic features. BIM combined with computer
aided planning methods and AR or VR enable new approaches and procedures. This leads to a simplification of
planning and execution. That means that the combination of BIM and VR/AR can be one of the most important
methodologies in the future of building design. However, this combination and its use cases need to be developed
to increase its practicability.

The following paper explains a concept for linking BIM with AR and VVR. Therefore, a short overview of
these elements and the linking methods is given. The focus of the linking is set on the connection between
3D design and construction schedule. The combination is known as 4D BIM. The result is a concept of connecting
4D BIM with AR and VR.

Keywords: Building Information Modeling, BIM, Virtual Reality, VR, Augmented Reality, AR, 4D, Planning

1. INTRODUCTION

Augmented Reality (AR) and Virtual Reality (VR) devices have become affordable in recent years. For
example, an Oculus Rift S costs about 450 euro in Germany. This allows application in various areas. The usage
and spread in the gaming industry have increased significantly. In May 2019, the number of connected VR headsets
on Steam every month surpassed 1 million devices (Lang, 2019). Large companies like Google, Microsoft, and
Facebook push developments in the right direction, in contrast to companies in the construction industry.

A relatively new planning method, Building Information Modeling (BIM), has been established for
several years in the construction industry. Autodesk, one of the biggest vendors of software for architecture,
engineering, construction, etc., has applied BIM since 2002 (Autodesk, 2002). With BIM, the information of a
building during the planning, execution, and operation is available in all project phases and for all of the project
participants. These participants constantly work with the same data and evaluate it continuously. By combining
this method with a project platform or a common data environment (CDE), continuous data exchange can be
omitted. Everyone involved in the planning, execution, and operation has access to a shared work platform.

By combining the new visualization forms with BIM, the construction industry can develop new
workflows, concepts, and use cases. The BIM methodology thus provides very good data and a good information
base for this new kind of technology. Examples of currently available use cases include a visualization in VR using
existing 3D/BIM models (Enscape, 2019), or a virtual view of a structure from all sides in AR
(JBKnowledge Inc., n.d.). In these use cases, the combination is called a unidirectional link and it is made only in
one data transfer direction. Neither a change in AR nor in VR has a direct impact on the 3D/BIM model.

It begs the question: why do the technologies not use a bidirectional link? One approach to solve this
question will be pointed out in the following paper. The detailed description of the approach follows after a brief
explanation of BIM, AR, and VR.

2. BUILDING INFORMATION MODELING 4D IN VIRTUAL AND AUGMENTED REALITY
2.1 Building Information Modeling

BIM is a planning method in the construction industry that covers the whole life cycle of a building from
planning to execution and operation. Consistent and simplified data management and data provision enables
customers, contractors, and operators to benefit from this methodology. One reason is to reduce the overhead,
which is otherwise required for communication. The knowledge that is generated about the building during its
lifecycle is maintained, and not lost due to missing or inadequate communication or interpretation.

130



Proceedings of the 4th International Conference on Civil and Building Engineering Informatics, 2019

In addition to the X and Y dimensions, a 3D/BIM model has also a Z dimension. This explanation is not
meant to give the impression that BIM is equal to 3D. Furthermore, BIM is not only a 3D model, it is an object-
oriented method. An object knows, for example, that it is a reinforced concrete wall and has many of attributes to
describe it better.

There are two basic types of BIM. The first one, Closed BIM, is the use of only one software solution or
platform component. The transfer of data between the software of the stakeholders is mostly uncomplicated. The
problem is only a particular software solutions must be used by all project partners (Hudson, 2017).Open BIM is
the second type of BIM implementation. It provides open and easy data exchange between different software
solutions. For using this BIM type in projects, buildingSMART an international not-for-profit organization, has
developed an exchange format called Industry Foundation Classes (IFC) (buildingSMART international, n.d.).
The problems of IFC is that any building has to be transferred into IFC, and that any software used must be able
to handle this format. A software publisher must implement functionality to correctly export and import the data
in IFC format.

Another very important aspect by using BIM is the exchange of Information. The typical way to deal with
the structure of information exchange in the context of BIM is a CDE. This is a cloud or server solution, which all
stakeholders can access. This obtains many advantages such as an up-to-date and redundancy-free information for
all project partner. Therefore, an information exchange for example Emails in a BIM project should be avoided.

To implement BIM in a construction project are two documents the Employer's Information Requirement
(EIR) and the BIM Execution Plan (BEP) essential. The content of EIR includes how the BIM planning must look
and what the use cases and the objectives are (Scottish Futures Trust - EIR, n.d.). The BEP describes systematically
how BIM should be applied for a project (Scottish Futures Trust - BEP, n.d.). For example, which Software,
hardware and processes are needed. In both documents, the country-specific regulations have to be considered.

Another feature is that high planning efforts are partially shifted from later stages to earlier ones. This is
because of an easier extension of detail depth during planning up until Construction Administration (CA). Figure
1 illustrates the shifting of planning effort to earlier stages. This also has the virtue that a change in planning does
not influence the building cost significantly, and that is why changes can easily be made. It alludes to the fact that
there may be an overhead for the first BIM implementations in a company. The aforementioned positive effects
occur in an optimal process structure.

Effort/Effect

== 1 == Ability to impact cost and functional capabilities PD: Pre-design
- . SD: Schematic design
2 Costof desiqn changes DD: Design development

== 3 == Traditional design process CD: Construction documentation
- PR: Procurement

= 4 == Preferred design process CA_ Construction Administration
- OP: Operation

Figure 1. Efforts phase shift because of BIM (The Construction Users Roundtable, 2004)

In the BIM methodology a construction schedule or building cost can be linked to a 3D model. This
connection with the construction schedule is known as 4D. The addition of another dimension, the deposit of the
costs, will make it 5D. The two main advantages of 4D and 5D (nD) are the error avoidance in manual transmission
between the different software solutions, and a consistent process of data storage. Both planning methods are
already in use. There are already possibilities and software solutions, for example, to connect a 3D model from
REVIT with iTWO from RIB.

An additional advantage of nD is that changes of quantity in a 3D model are updated directly to the
construction schedule and cost plan. One challenge for the implementation of nD is the interoperability. That
means that one has to provide appropriate plugins of the used software to import and export the suitable file format.
The exchange formats occasionally do not include all the information that are present in the original model. In
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other words, if the data set is not properly imported into the software solutions, important information may be lost.
The troubleshooting is hard because the missing data is probably not easy to detect.

2.2 Virtual and Augmented Reality

In addition to the BIM methodology, the approach of using AR and VR for construction planning (as well
as the technology itself) is still quite young. These forms of digital realities belong to the concept of a virtual
continuum, which contains every kind of visualization from the real world to the virtual world.

If the real world is expanded or supplemented by information, it is called AR. Virtual objects in the real
world is the next step on the way to an exclusively virtual world. This step is called the Augmented Virtuality
(AV). The mix of AR and AV is Mixed Reality (MR). It also includes all the things in-between these two kinds of
reality. Another step on this virtual continuum is VR, which is an entirely computer-generated reality
(Milgram & Kishino, 1994). The collective term for AR, VR, and MR is known as Extended Reality (XR)
(Shaptunova, 2018). Figure 2 graphically explains the aforementioned context.

Extended Reality (XR)

'( Mixed Reality (MR) “
[ : ‘|
TR t
) Augmented Augmented
Reality Reality (AR) Virtuality (AV)

Figure 2. Virtual Continuum (adapted from Milgram & Kishino)

(1) Mixed Reality

MR is a combination of AR und AV. In AR, the real environment is most important, and it is only
supplemented by additional, useful information. This could be, for example, the display of countries’ flags between
the swimming lanes at the Olympic Games. In the case of AV, the focus is set on virtual content. Reality steps into
the background and the virtual objects are positioned in the real world. An example of this is a house that appears
and can be viewed from all sides.

The visualization of MR is currently seen most often with smartphones or Head Mounted Displays
(HMDs), such as HoloLens or Dagri. The first AR system was developed in the 1960s, and it allowed the landing
of helicopters at night. This operated with infrared cameras in front of the helicopter (Kiyokawa, 2007).

Applications for AR and AV have been increasing in recent years. For example, the filters on Instagram
are AR applications that are no longer perceived as such. They already have the acceptance of society, and nearly
everyone is familiar with them. On the other hand, the HMDs are price intensive and, therefore, still rare.
Distribution into the mass market must take place. HMDs are already more accepted and common for VR than
they were before.

(2) Virtual Reality

VR is immersion in a computer-generated world or reality. This exists through devices such as computer
screens or HMDs.

Virtual worlds as we interpret today have become popular since the invention of video games. It must be
mentioned that there were other kinds of virtual realities before. The first ones were simple cave paintings. These
were, of course, not virtual. Real objects like mammoths or people in hunting scenes were on cave walls for a long
time. Through looking at these pictures, it was possible to enter another reality in one’s own thoughts.

Due to the various kinds of art, the immersion in another reality has continuously evolved over time. With
increasing skills in diverse arts such as painting, writing, music, theater, and film, it has become more pleasant and
easier to enter a non-existent world. People occasionally use this opportunity to break out of their daily grind and
imagine a different, sometimes beautiful, life. Later in 1958, the first interactive computer game Tennis for Two
was developed by the atomic physicist William Higginbotham (Overmars, 2012). This can be seen as a kickoff for
VR. It was the first virtual world in which one could immerse oneself.

VR has taken the next step towards complete immersion and presence because of the invention of HMDs.
Immersion is the feeling that one is in a virtual world. Presence is the state of being completely in a place. As
HMDs become better and more user-friendly, they will be used by everyone. This makes technology easier to
accept by society and integrate into everyday life.
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2.3 Linking Planning With Virtual and Augmented Reality

A link of 3D models with construction schedules separately or in simple combinations is already possible
by using the right software. As mentioned above, this can already be done for example with REVIT connected to
iTWO. This procedure is already used in different construction projects in Germany at big companies like for
example Zublin. Further examples from bibliographic and software research perspectives can be found in the
publication of Alcinia Zita Sampaio with the title Enhancing BIM Methodology with VR Technology (Sampaio,
2018). In these examples a bidirectional link is not provided.

An additional opportunity in planning and using of 3D, 4D and 5D models is a new and innovative
connection with AR or VR. The basic idea behind the link is to edit the 3D model and the construction schedule
directly in AR or VR. To make this possible, an AR or VR software, hereafter referred to as XR-Software must be
developed. This link may create a great benefit in the early stages of planning.

With VR it will be much easier to make changes, because one has controllers and the whole world is
generated. A controller can be a keyboard or 3D-Mouse, and the users do not have to change their way of planning
in the first step. This includes the 3D model and the schedules. On the other hand, in AR one manipulates the
building structures just by using one’s fingers. For example, one can drag and drop a wall or create a new one by
using the interface. Changing the schedules using the fingers or gestures will be much more difficult. The exactly
new methodology must be developed and learned first.

The following explanations only look at a unidirectional link. Data will be sent from the planning software
to the XR-Software, but not the same way back. The more detailed explanation of the XR software, as well as the
bidirectional link, is described in section 2.4.

The output from the planning software is carried out at the beginning via the native file formats. From a
certain perspective, the IFC interface is used for the handover of the 3D model data. The data is entered or read
like the output via the native file formats and later over IFC.

The XR-Software can get the data, which is needed in two ways: the manual or automated transfer of data
from the planning software to the XR-Software. It only takes one transfer to create the link between the planning
and the visualization. In the long run of the XR-Software, this time investment is very profitable in comparison to
doing the whole process manually. Moreover, the link can be used for all other construction projects using the
same planning software and can be applied without further adjustments. The two transmission possibilities are
explained in more detail below.

(1) Manual Data Transfer

The simplest version of programming implementation is the manual handover of a 3D model and
construction schedule to XR-Software. This involves a manual output of the required data from the planning
software solutions and manual input into the XR-Software. While performing this step, attention must be paid to
the file formats in order to lose as little information as possible. There is no direct or automated connection between
software products. The only connection is the human who performs these processes.

The advantage of manual data transfer with a well-known process chain is a simpler and faster workaround.
However, if changes occur, this approach leads to problems. In the case of making a change in AR or VR, it must
be accurately remodeled in the planning software too. This will be followed again by the manual output of the data
from the planning software and manual input into the XR-Software. This is tedious, time-consuming, and generates
a high level of personnel cost. Automated data transfer is a solution to these problems.

(2) Automatic Data Transfer

To use automatic data transfer, the XR-Software must be customized to use the available Application
Programming Interfaces (APIs) of the used planning software. The data is therefore directly disposable to the XR-
Software. A plugin or app may also need to be programmed for the respective planning software. It includes an
automatic mechanism for handing over the data. For example, during the storage process a dataset can be
transferred instantly to the XR-Software. The users only need to save after every change they want seen in AR or
VR. This transfer is done automatically, which is the reason it is called an automated data transfer.

The advantage of this type of transfer is the elimination of manual output and input. This makes the XR
software more user-friendly. It should be mentioned that a disadvantage is that the XR-Software must be active,
at least in the background, during the planning process. Otherwise, the data of the planning software has to be
cached elsewhere. When starting the XR-Software, the cached data has to be imported.

Changes to planning data need to be reimported during visualization within the XR-Software. In this case,
only a unidirectional link exists. Such programs are already available on the market. However, it is not possible
for them to make changes directly in AR or VR. An example for this software is Enscape, which offers a
unidirectional link. It can have plugins for REVIT, SKETCHUP, RHINO, or ARCHICAD, which enable
visualizations in VR.
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2.4 Bidirectionality

Unidirectional linking already exists. But data can now be found for a bidirectional link as well. To have
a bidirectional link, the data has to be transferred in both directions. This causes an adjustment in the planning
software in the event of changes made in AR or VVR. Either the changes will be performed directly or they will
only be displayed. In the case of changes only being displayed, users must confirm the correctness manually one
by one.

The XR-Software in its final form is intended to support the bidirectional link. Therefore, rules for
automated transmission must be defined. Changes will, and should, only be transferred if the conditions are
fulfilled. A simple rule or restriction is the rule to block various elements. With this rule a change is excluded, or
in the event of a change, the transfer is forbidden. Without these restrictions, consistent data retention is not in
place and bidirectionality cannot correctly be implemented. Figure 3 shows the condition query in a simplified
graphic representation. A more detailed explanation can be given later, when the programming has begun. Actual

this is just a first thought and not finalized yet.
é

— condition
query
BIM database XR-Software

Figure 3. Bidirectional Dink

One difficulty is the realization of the condition query in the ongoing planning process. This applies both
to the processing in the planning software and within the XR-Software. Probably the easiest way to solve this is
to allow automated data transfer to take place after the project is stored. The rules must determine the conflicts
between the setpoint and actual value. A variant of conflict resolution can be done automatically by comparing
timestamps. The other opportunity can be handled by issuing a protocol or performing step-by-step change
management, after which users can accept or reject the changes. In this variant, after handling all conflicts, the
modified data must be automatically transferred to the planning software and the XR-Software. This prevents
having two data inventories. Without this, the positive effect of a bidirectional link would be lost.

It has to be mentioned that there will be two separate XR-Software solutions. One for AR and another one
for VR. Both the layout and the visual presentation of the XR-Software solutions are not exactly defined at this
time. However, controllers or hand tracking will be an important component. Hand tracking is the simplest and
most intuitive way of manipulating data within AR or VR, because people perform many interactions of everyday
life with their hands.

3. RESULTS AND DISCUSSION

This paper explains how bidirectional linking can be done. It describes a first and unfinalized concept to
create the XR-Software. Programming and implementation are now in progress in department of Building
Information Modeling at Erfurt University of Applied Science in Germany. In this early stage, there might be also
a risk that linking is not possible with this explained method.

The explained concept is a first possible solution to solve the problem of the bidirectional link between
the BIM methodology respectively 3D and 4D models and AR or VR. After the successful implementation of the
4D XR-Software, an extension for 5D planning could also be possible.

4. CONCLUSION

Modern techniques such as AR and VR, in conjunction with BIM, are leading the construction industry
into a new age of digitization. The potential is as great as the evolution from hand drawing to computer-supported
digital drawings.

The widespread use of this new processing method depends on a number of factors. Users must accept the
new technology and the changing processes. The application must be intuitive and easy to learn. Working with the
XR-Software should be user friendly and take less time, and should generally shorten the whole planning process.
Due to the bidirectionality, the planned XR-Software offers the potential to take the next step towards better
planning, execution, and operation in the construction industry.
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Abstract: Conventionally, in construction site, workers used to imagine a structure to be constructed based on a
design drawing, and executed construction using an explicit thing such as stake or marking on the site. However,
whether they can imagine the finished product accurately depends on the ability of the individual, so work
mistakes and rework may occur. Also, there was a problem that it took a lot of time for preparatory work such as
installation work of the stake.

In the construction industry in Japan, the labor shortage is getting worse because the number of
employees has declined and are aging, but construction investment tends to recover. Even under such
circumstances, improvement of work efficiency is required for the entire industry to ensure quality. The use of
Information and Communication Technology (ICT) is mentioned as a means to improve work efficiency, and
among them we focused on Augmented Reality (AR) technology and Wearable computer and worked to solve
the problem.

In this study, we installed the U-shaped drain of berm drainage of 330 meters by using the AR and the
wearable computer omitting the installation work of the stake which we have done so far, and the effect by use
was verified. In AR, we superimposed a three-dimensional model created from Computer-Aided Design (CAD)
software using image recognition method, and adopted “Hololens” it's kind of main display type, among
wearable computers which can wear on the head. In addition, automatic tracking type Total Station was used for
fine adjustment and position confirmation of the U-shaped drain to be installed. As a result of carrying out the
actual construction after the test construction and verifying it, it was possible to shorten the working time by
about 48%, and it was confirmed that using this technology contributes to the improvement of working
efficiency.

Keywords: ICT, Augmented Reality, Productivity Improvement

1. INTRODUCTION

Conventionally, in the construction site construction workers imagined the completed shape in their
head while checking the drawing at the worksite and carrying out the work. And by utilizing explicit things such
as stake and marking, everything involved in construction made it possible to construct the same finished
product. However, since it depends on individual experience and competence as to whether they can precisely
imagine the finished product in this method, there was also a risk of incorrect work or rework. In addition, it
took a lot of time to install the stake and sometimes resulted in a delay in construction.

In Japan's construction industry, the number of employed people has dropped and the majority of elderly
generations have left the job, and the number of employees have continued to decline, and the aging of
employees are proceeding. On the other hand, construction investment is on a recovery trend compared with
2010 which was about half of the peak time, there are situations in which infrastructure improvement has to be
carried out with a small number of people (Ministry of Land, Infrastructure and Transport, 2017). Amid such
circumstances, it is required to further improve the efficiency of construction while securing the quality of the
infrastructure.

In recent years, utilization of ICT has been regarded as means to contribute to improvement of working
efficiency. Among them, a lot of efforts using Augmented Reality (AR) have been reported, which is a
technology that can be expected to improve work efficiency (Nobuyoshi Yabuki, 2016). For example, Takashi
Tahara (2015) built a system that makes it easy to grasp the plan by superimposing the structure shape
constructed using the AR and the Industrial Television (ITV) camera by the three-dimensional (3D) model.
Tomoya Kaneko et al. (2017) has confirmed that using AR with a tablet device is effective in forming consensus
and helps to prevent redo. And he confirmed that the system can easily share information. Hatori et al. (2013)
developed a system to display safety measures and construction process at the time of construction by AR and
confirmed its effectiveness. In this way, efforts to improve efficiency by using 3D models and AR are reported
for the propose of information sharing and process confirmation. In addition, with the miniaturization of
computers, cases of using wearable computers are increasing even in construction work, and AR can also be
used with wearable computers.

We omitted the installation of stake by using 3D model indication and wearable computer of AR for U-shaped
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drainage channel of road surface drainage installed on excavated surface of road construction constructed in
Yamada-cho, lwate Pref. In this paper, we report on the effectiveness of work efficiency improvement confirmed
in the construction at that time.

2. SELECTION OF EQUIPMENT AND SOFTWARE TO USE

We selected of three equipment and software to user as follows: (1) a wearable computer for using AR,
(2) an AR software including conversion to data for creating 3D models and browsing with devices, and (3) a
surveying instrument to check if the structure is installed in the correct position for the design. Details of each
item are as follows.

2.1 Selection of wearable computer to use AR

A wearable computer is a general term for terminals attached to the body and means terminals attached
to various positions, but the mainstream is a type to be worn on the wrist or the head.

In this paper, we will refer to the device attached to the head. A wearable computer is equipped with a
display, and it is roughly divided into a main display type which displays large on the front of the user's own
field of view and a sub display type which arranges the sub display around the view field (Horikoshi, 2014). In
this case, AR is used instead of the stake, but the wearer may stumble or fall if the line of sight deviates from the
front as in the case of the sub display. We adopted a main display type in which the displayed objects match for
direction of the line of sight from the viewpoint of use and safety. And, among devices, we decided to compare
the viewing angle size, ease of viewing, function and adopt Microsoft's "Hololens".

2.2 AR software for creating and viewing 3D models

In this construction site, we adopted Construction Information Modeling (CIM) and we have already
used 3D model in construction of backhoe Machine Control (MC) system and so we decided to add data to be
used in AR to existing 3D model. The MC system is a system that assists the operation of the operator by
partially auto controlling the operation from bulldozer's blade and backhoe bucket. Sensors such as Global
Navigation Satellite System (GNSS) and inclinometer are attached to the car body, and automatic control is
performed using the output. Since the 3D model is created with LandXml of data format, we add a model of
U-shaped drain to the data, we decided to use "Trend-Core" (Fukui Computer, Fukui, Japan) as software.

There are two major categories of software that uses AR, the methods of superposition model in virtual
space and real space. One is a method (Vision Based AR) that superimposes coordinate points on a
three-dimensional model and actual coordinate points by image recognition using a mark called "marker". In
order to use this method at the construction site, it is necessary to derive the position of the marker by surveying.
The second method is to use a sensor (direction, GNSS, distance, etc.) in cooperation with the devices to acquire
information to calculate the positional relationship in the real space, and to match it with the same position
(Sensor Based AR) (Yuko Uematsu, 2010). For example, Hiroshi Miki et al. (2018) used GNSS location
acquisition and AR to figure out the location of underground objects using AR. When using this method in the
field, surveying work is not required, but high accuracy is required for the sensor. Hololens can be used in either
way. Considering the trouble of work, it is preferable to use Location Based AR which allows positioning in the
field environment without surveying work at the time of construction.

In this construction, the initial superimposed of the 3D model is important for ensuring construction
accuracy. Since the target precision with the cut is within the range of + 50 mm, the Location Based AR which
calculates the position in space by the sensor is influenced by its accuracy. However, it can be said that it is not
suitable as a method because accuracy required for small stage drainage is within £ 30 mm. Therefore, it is
necessary to locate the marker by the surveying instrument, but Vision Based AR which derives the accurate
marker position is adopted. We decided to use “GyroEye Holo” (Infomatics, Kawasaki, Japan) as software.

2.3 Surveying instrument for checking whether the structure to be installed is in the correct position
with match to the design

We confirmed in advance the position error which occurs when installing the structure using AR at
Hololens. It was found that a deviation of 40 mm occurred at a point of at least 20 m. This is because the
terminal computes the distance traveled from the origin while updating the spatial information, it is conceivable
that the measurement error of each sensor accumulates. Since an error of 40 mm is not an allowable error in
installing the U-shaped drain, we decided to use a surveying instrument for the final position adjustment. The
surveying instrument adopted an automatic tracking type Total Station (TS) that can measure with an error of 1
mm, confirmed the adjustment amount with a tablet terminal attached to the machine, fine-tuned and set the
U-shaped drain at the design position.
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3. ON-SITE VERIFICATION
3.1 Construction procedure

The construction procedure was set as follows: (1) creating a 3D model of U-shaped drain used for berm
using Trend-Core, (2) in order to read the 3D model into Hololens, convert the model with the converter of
GyroEye Holo and import it into the terminal via the cloud server, (3) place the markers used to determine the
position and orientation of the model displayed in the field using the TS, (4) the worker installs the real
U-shaped drain while looking at the model on Hololens, and (5) check the installation position error using TS
and make final adjustment. The image is shown in Fig.1.

Stepl Create 3D model for “Trend-Core”. Step2 Convert the data file “GyroEye Holo” and
Z 2930 50 import it into Hololens via cloud server.
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Figure 1. Construction procedure

3.2 Test construction

In consideration of the safety of the worker who wears the terminal before starting the actual
installation, the test construction was carried out to confirm the display method of the model suitable for the
fitting feeling, workability, work environment. First, after installing the stakes, we installed a U-shaped drain.
Next, Hololens was worn by one worker, making a situation without stake and carrying out the installation work
with only the 3D model visible in AR. The construction situation is shown in Fig.2. After finishing the work, we
interviewed the workers and extracted the improvement items for this construction the results obtained from the
hearing. The contents are as follows: (1) even though Hololens is wearing it, | can secure visibility and it does
not mind, (2) they can understand the installation line of the drain, however, it isn't clear the height, (3) fine
adjustment of a few millimeters is difficult because the position seems to be different depending on the viewing
angle. Combined use of surveying instruments including final confirmation is necessary and (4) displaying the
entire 3D model makes it difficult to distinguish between the actual and overlapping parts. It is better to limit the
part to be displayed. For example, corners at the top of the structure are good.

Install stake =
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Figure 2. Test construction situation

3.3 Main construction

We carried out main construction reflecting the knowledge gained from the test construction. As shown
in Fig.3 wears Hololens and constructed it so as to match the line while watching a simplified 3D model as a line
representing the upper end of the U-shaped drain displayed on the device. Then we measured the working time
and compared it with the time required for installation by the conventional construction method. The target work
time is as follows: (1) preparation time to plan the place and interval where stake is installed, (2) meeting time to
the work procedure to set up the planned drain on site and the time to consult with workers concerning loading
of materials, (3) the time of creating 3D model for using AR at the site, (4) installation time for stake for the
drain installation work, including surveying time, and (5) installation time of installing U-shaped drain excluding
during excavation.

’ : onheck and fine adjustm

Figure 3. Main construction situation

4. RESULT

As shown in Table 1, it was possible to reduce the working time by about 48% compared with the
conventional construction method, as shown in Table 1, when the construction was carried out using AR,
wearable computer and automatic tracking type TS. Although there was no major change in the installation work
itself, we are able to omit the stake and leveling that was done before the work conventional, because we are able
to work while looking at the 3D model. In addition, we reduced the time of the meeting. Since the time to create
a 3D model is an item which does not exist in the conventional construction method, the time has increased, but
overall it is possible to shorten the operation time, and it was possible to confirm the improvement of working
efficiency.

Table 1. Result of Verification

Conventionally Hololens  |Rate of change (%)
Preparation (h) 4.0 1.0 -75.0
Meeting (h) 1.0 0.1 -90.0
Modeling (h) 0.0 2.0 100.0
Installation of stake (h/100m) 5.0 0.0 -100.0
Installation of drain (b/100m) 5.0 4.8 -5.0
Total 15.0 7.9 -47.7
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However, we confirmed the items that we need to improve in the future as shown below: (1) the end
point of the structure that they want to confirm at the time of installation can not be confirmed directly by
Hololens. The Hololens specification is because the viewing angle is narrow and you can not see the model
within about 800 mm from themselves. However, it may be possible to improve by emphasizing alignment on
the displayed line instead of the end point, or by lowering the line of sight of the worker and confirming the
position, (2) the position accuracy decreases as the worker moves away from the origin where the model is
superimposed. Therefore, it is necessary to perform the fine adjustment using the TS and the confirmation work
of the accuracy, which requires more time and labor, (3) since it is not possible to measure and display the
difference between the position of the AR model and the real structure in real time during the installation work,
S0 it is necessary to consider methods. For example, arrange the scale model on the 3D model or cooperate with
the surveying instrument then using output results.

5. CONCLUSION

It was confirmed that AR and wearable computer are used for actual construction in this construction,
confirming the effect and improving work efficiency. We used surveying instruments together to compensate for
the deterioration of the narrow viewing angle and positional accuracy of the wearable computer, but in the future
we can further shorten the working time if we can use it only by the wearable computer. For that purpose, we
would like to aim for improvement of work efficiency throughout the construction process by working with
cross-cutting research, development and execution by collaborating with not only our company but also terminal
and software vendors to solve problems.
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Abstract: This paper presents efforts to improve the productivity of construction sites by visualizing construction
process. As a visualization method, we adopted Digital Twins that combine 3D models and sensing data
(construction machinery on-board sensor, Al analysis of cloud camera image). Reproducing the situation at the
construction site with Digital Twins made it easier for engineers to understand and analyze the works. Result of
the construction site analysis showed the improved efficiency.

Keywords: Digital Twins, Cloud camera, Sensor, 3D model, Visualization

1. INTRODUCTION

In the construction industry in Japan, there is a concern about labor shortage caused by the recent
retirement of a large number of the elder and young people’s unwillingness to work at construction sites. Therefore,
the productivity of construction must be improved. The Ministry of Land, Infrastructure, Transport and Tourism
(MLIT) is carrying out "Project on introducing and utilizing innovative technologies to dramatically improve the
productivity of construction sites" in response to i-Construction aimed at improving the productivity of
construction sites, and an integrated innovation strategy. In order to improve productivity in the construction
industry, waste of each work must be eliminated and work plans should be improved. In this research, we focused
on visualization that using a 3D model to identify the waste of work.

As visualization using 3D model, efforts are made to solve the problem of planning and decision making
by reflecting various information in 3D model in real time like Virtual Singapore (Singapore Government, 2018).
In addition, Autodesk and University of Illinois used UAV photogrammetry to create a point cloud at a
construction site, and conduct an effort to efficiently grasp the current situation and calculate the amount of soil
(Autodesk, 2015).

In this paper, as a visualization method using 3D model, we constructed a digital twin model combining
handy laser scanner measurement data and sensing data. The construction machinery was equipped with an on-
board sensor to sense its position and movement. A cloud camera system was deployed to capture the situations at
the site. We were able to visualize the situation in the field by analyzing the digital twin model and sensing data,
and streamline the field work.

2. DIGITAL TWINS CONSTRUCTION METHOD
2.1 Construction of 3D models

We created 3D models of structures and terrain for the purpose of reflecting the progress of construction
site to digital space (Figure 1). The structure model was developed based on the design drawing. As for the terrain
model, the plan view, the Geographical Survey Institute geography mesh, and the survey data were combined to
create the terrain around the site. In addition, according to the construction progress, point cloud data at that point
in time as shown in Figure 2 was acquired using a handy laser scanner. When measuring the terrain by the handy
laser scanner, markers were placed at the reference points and coordinates were adjusted. Based on the point cloud
measured by the handy laser scanner, a 3D model was created at each construction stage.

Figure 2. Handy laser scanner and measurement data

Figure 1. 3D model
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2.2 Construction machinery on-board sensor

In order to measure the position and work status of construction machinery (Backhoe, Bulldozer, Road
Roller) at the site, we mounted onboard sensor on it. As shown in Figure 3, the sensor consists of a sensor body, a
receiver, and a wireless base for reception. The data measured by the sensor was uploaded to the cloud server
every 10 seconds through the wireless LAN. Figure 4 shows the installation status of the sensor. The effective
range of the receiver was a radius of up to 300 m. If the target site exceeds the effective range of the receiver, the
receptor shown in Figure 3 was installed to expand the effective range of the sensor. The information that the
sensor acquires shown in Table 1. The sensor data were subjected to state determination by the following method.
The work discrimination flow is shown in Figure 5.

Reception

Figure 3. Construction machinery on-board sensor Figure 4. Installation situation

Table 1. Information acquired by the sensor

Sensor type No. Parameter Type Data transmission Remarks
frequency
1—1 X axis Number Includmg gravitational
direction acceleration
Acceleration 1—2 Y axis Number 10 times per
direction second
1—-3 Z axis Number
direction
. Angle Clockwise 0 ~ 360 °
Geomagnetism 2—1 (degree) Number Once per second assuming north 0 °
3—1 Latitude Number
3—2 Longitude Number Once every
GPS
Above sea 30 seconds
3—3 Number
level (m)
Traveling Operating Idling

acceleration
threshold 2

GPS distance
threshold

acceleration
threshold 1

Stopping END

below

Figure 5. Work discrimination flow
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When determining sensor data, we classified in the order of traveling, operating, idling, and stopping.
Traveling is defined as the state where construction machinery is moving to the work place without work.
Operating is the state engaged in the construction work which analyzes. Idling is a state in which the engine of
construction machinery is operating but construction work and movement are not performed. Stopping is a state
in which the engine is not operating.

GPS position information was used to determine traveling. If the distance calculated from the GPS
position information of two seasons is equal to or greater than the threshold, it is traveling.

The accelerometer value was used to determine operating and idling. Threshold 1 was set for operating
and threshold 2 for idling. The acceleration threshold was an acceleration at the time when the state of the
construction machinery in the video of the construction machinery changed. Operating and idling were determined
by Equation (1).

G; = (x — 16389)2 + y? + 22 (1)

where x, y and z in equation (1) are values of the accelerometers. If the average value of G; for 10 seconds is equal
to or greater than threshold 1, it is designated as operating, and if it is less than threshold 1 and equal to or greater
than threshold 2, it is designated as idling.

When it was neither of traveling, operating, idling, it was stopping.

In order to determine the direction of the construction machinery, the determination of the swing state was
performed. Geomagnetic sensor values were used to determine the swing state. The swing state was calculated by
adding the angle parameter D;. The angle parameter D; was calculated by Equation (2).

D; = min(d, 360 — d) @)

where d is the absolute value of the difference with the previous angle data. The swing state was classified into
three stages of less than 60 °, 60° to 120 °, and 120 ° or more.

2.3 Cloud camera image analysis

The scene image with a cloud camera was cut out as a still image, and the object recognition by Al was
performed for each image. The Al model recognized objects learned in advance, and stored the object type and
the position on the image in the database. Also, objects of Worker, Construction machinery (Dump Truck, Backhoe,
Bulldozer, Road roller), and Materials (Skin plate, Strip bar) are regarded as Al recognition targets. Since
construction machinery may overlap in the image, the image of that condition is learned in advance to improve the
determination accuracy of Al.

After determining the objects, the state of each object and the states of a plurality of objects are combined,
and logic processing is performed to determine the work of the objects according to the rule base. An outline of
work determination based on object recognition results is shown in Figure 6. Combine data with the same ID and
different time, and determine the flow line of the object. The work content is determined from the state of the
position and posture in the flow line of the object.

Processing

Al

gnition result

Still image

Al image
recognition

- Logic RIOCCSSING ¢ - Recognition result
Flow line ¢¢
connection
Flow line Object status =
determination
State determination
Discrimination

of work from

‘Work determination 5 X
multiple object states

Process 1dentification
from
a combination of work| __/

Process
determination

Process

Figure 6. Outline of process determination from object recognition result
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2.4 Digital Twins

The construction site was reproduced on a web browser by superimposing construction machinery on-
board sensor data and Al analysis data of cloud camera images on a 3D model on a cloud server. The construction
machinery on-board sensor data reproduces the position information of the machine, and the Al recognition data
by the cloud camera image reproduces the position information of man, material and dump. Data was updated
once every 10 minutes.

In addition, location information of construction machinery, worker, and materials on the model can be
manipulated, added, and deleted on the Web browser to simulate the situation in the site. By manipulating the time
bar, I could also display the model of any time. The web page of Digital Twins is shown in Figure 7.

EEEES ; KOMATSU PC1280us
w7 288 : 003

Model information

2019-01-28 | @

Tlme bar SeazAe [} 3 3 ) 12 15 18 21 24 THEE v

Figure 7. Web page of Digital Twins

The sensor data displayed the latest position information among data within 60 minutes from the current
time for each individual data. As for image analysis data, among the data of worker, materials, and construction
machinery, only the latest 20 data within 60 minutes from the current time and the latest data were displayed.

3. RESULTS AND DISCUSSION

The digital twin model was tried at the construction site shown in Table 2. Among the target construction
work, we worked on visualization of the progress of construction and improvement of the work plan for the 3900
m2 reinforced soil wall construction method. The reason for choosing the reinforced soil wall construction method
is that it is possible to operate analysis and improvement of the construction procedure in a short cycle because
there are many repetitive operations. Reinforcement work will repeat the three steps of wall work assembly,
backfilling and reinforcement installation after the foundation is installed. After repeated work, construction will
be carried out according to the following procedures: concrete placement, protection fence foundation installation,
and tour arrangement. In this paper, we apply the digital twin model in three iterations. The situation of each work
of reinforced soil wall work is shown in the Figure 8.

Table 2. Construction site information

Name 2017 Tokai ring road Takatomi IC north district construction
Chubu Regional Development Bureau, Ministry of Land, Infrastructure, Transport and Tourism
Orderer
(MLIT).
Construction | poy - ary 8, 2018 - April 26, 2019
period
g?enstructlon Nishi-Fukase, Yamagata City, Gifu Prefecture, Japan
Construction | Construction extension L =500 m
outline Retaining wall work Reverse T Retaining wall L =65 m
Reinforcing earth wall work 3, 900 m?
Other
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Wall work assembly . cﬁlling Reinforcement installation
Figure 8. Work of reinforced soil wall work

A platform that utilizes Digital Twins is shown in Figure 9. When logged in from the platform, a
dashboard screen was displayed, and it was possible to confirm the current operation status of heavy equipment
from the data of construction machinery on-board sensor. When construction machinery was in operation, the
operation status marker turned on and the operation time was displayed. Also, by moving to the sensor graph page,
the working time per unit time can be confirmed. On the work discrimination page, it was possible to see the
classification of the work content obtained by the Al analysis of the cloud camera image. The cloud camera page
and Digital Twins page were able to visually confirm the situation at the site.
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Figure 9. Web platform

The 3D model of the terrain data was modeled by executing handy scanner measurement once a month.
The situation of the site was grasped by six cloud camera. In determination of work contents by Al analysis of
cloud camera images, dumping of soil by dump truck, spreading of soil by bulldozer, rolling pressure of filling by
road roller, and transportation of skin plate by worker and backhoe Members were classified into installation of
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strip bars, material transportation by backhoe, filling, and leveling work.

The acceleration data of the road roller is shown in Figure 10 as an example of the construction machinery
on-board sensor. A value less than or equal to the threshold 1 is determined to be stopping, idling is determined
between the thresholds 1 and 2, and operating is determined to be 2 or more. When a value exceeding the threshold
2 is at least, the construction machinery is visualized in the graph as operating.

Acceleration data (road roller) Acceleration data (road roller)

Acceleration

Threshold 1

Acceleration

Threshold 2

Threshold 1

- Time
Time

——Sensor data —— Threshold 1

—— Sensor data —— Threshold 1 Threshold 2

Figure 10. Acceleration data of the road roller

The 3D model used for Digital Twins had to reduce the amount of data in order to ensure operability on
the web browser. Therefore, as for the topographic map display of the terrain model configured by TIN, adjacent
faces with a slope of 20 © or less were integrated, and the number of faces was reduced by about 55%. With regard
to cloud cameras, it was necessary to change the installation location as construction progressed.

The analysis data made it possible to streamline the transport installation procedure of the skin plate in
the reinforced soil wall method. The effective use of construction machinery waiting time during installation work
has reduced the waiting time that accounted for 32% of construction machinery work time to 12%. In addition, the
transport time was reduced to 50% before the change due to the change of the wall material transport machine.

4. CONCLUSIONS

The field information could be efficiently visualized by utilizing the digital twin model that could reflect
the field sensing data using sensors and cloud cameras. By utilizing these data, the work could be streamlined and
contributed to the improvement of the productivity at the construction site.

Although the location information of construction machinery and workers is real time, updating of
topographic data is once a month, so there was a problem that deviation from progress becomes large. Since
updating of terrain data involves measurement and modeling tasks, it is difficult to improve real-time performance
by increasing the measurement frequency. In the future, we will prepare a model in which the completed shape of
terrain data is divided into blocks in advance, and consider a method to increase the display of soil on digital twin
according to the construction progress that can be acquired by sensing at the site. In addition, the heavy equipment
sensor measured at 10 times per second, and the amount of data was large, which also caused a problem that it
took time for the process determination processing by Al In the future, improvements will be made such as
temporary processing within the sensor to speed up processing.

Because it can confirm the situation in the field with Digital Twin through the Web browser, versatility is
high. By displaying using virtual reality, various usage methods such as detailed on-site simulation, on-site
experience at remote places, and residents' explanations can be considered. In addition, I think that it will lead to
the improvement of the transparency of the site and the rapid formation of agreement because the information on
the site can be shared easily.
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Abstract: Since Japan is facing the issue of rapid aging society, the number of potential wheelchair users is
overgrowing, as more and more seniors need long-term cares. The government has worked on prevailing the
barrier-free environment by establishing a law regarding promotion of smooth transfer for elderly and physically
disabled people. Holding the 2020 Olympics is also a vital situation for infrastructure development in Japan.
Barrier-free maps, for example, are prepared in many communities, but they cover only existences of facilities,
e.g., lifts, slopes, and handrails, in major public institutions. Therefore, they miss the details of physical barriers,
such as bumps and width clearances on the path, needed for the independent mobility of the wheelchair users. This
paper addresses a method to find out physical barriers by using a depth camera to visualize them efficiently through
augmented reality, which may be useful for the facility managers. A depth camera acquires 3D point cloud in the
target space and checks the existence of interference between the environment and the volume of an actual
wheelchair. The proposed system also performs back-projection of the detected barriers onto RGB color video
frames for 2D AR representation. The verification of the achieved accuracy of the barrier check, as well as the
implementation scheme, are reported in the paper.

Keywords: Augmented Reality, Wheelchair user, Barrier-free, Depth imaging

1. INTRODUCTION

In recent years, with the declining birthrate and aging population in Japan, the percentage of seniors in the
national population is increasing. As of 2015, the number of seniors is about 34 million, and the aging rate is
26.7%, and it is estimated that the number of seniors will continue to increase in the future after the Tokyo
Olympics and Paralympics. Besides, 40% of seniors go out almost every day, and more than 90% go out more
than once a week (according to the survey of the Ministry in 2017). As a result, further increase in physically weak
people is predicted, and it is required to expand a barrier-free society in which physically weak people can coexist
with healthy people. Examples of barrier-free measures include the new barrier-free laws and the barrier-free maps
implemented by national and local governments. However, not only the target facilities are limited, but delicate
barrier information such as wheelchair accessibility in the daily life of disabled people cannot be obtained, and
thus the barrier-free environment from the viewpoint of the users is not prevailed. In this study, we propose a
systematic solution to verify the barriers for wheelchair users in their familiar environment where physical barriers
are routinely found. The aim is to make it possible for both wheelchair users and healthy people, who will be
increasing in the future, to coexist in an easy-to-move, easy-to-use society (as shown in Fig. 1).

Figure 1. Schematic image easy-to-use barrier inspection tool

2. METHOD

Yasumuro et al. created a 3D model of the target space by acquiring 3D coordinates of the real space with
a depth camera (Yasumuro 2015). The barrier verification is performed by combining the depth map and the
wheelchair's minimum traffic trajectory and checking for interference. A 3D model can be constructed from data
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obtained by capturing the target area from multiple viewpoints with a depth camera, but it takes time and labor for
procedures such as alignment of data for model creation and interference judgment with a wheelchair model.
Therefore, there is a need for a means that can carry out on-site barrier verification immediately. And a convenient
tool is desirable so that a facility manager or a care manager can perform barrier confirmation in daily work.

In this research, in order to provide accurate and easy-to-understand barrier information in real time in an
easy-to-use manner, we aim to visualize the barrier in AR, taking into consideration the relationship between the
camera position and the real space and the shape of the wheelchair. Also, the barrier display on 2D color images
is performed in parallel to support the association with real space. Furthermore, we propose a barrier verification
tool that can be used even on mobile terminals equipped with 3D sensing camera technology in order to make it
easier and more accessible for the users.

A floor surface is detected from depth image data via a depth camera, and interference judgment between
a 3D volume model with actual dimensions of a wheelchair and the surrounding physical objects is realized. The
process chain of the system is shown in Fig.2. First, a wheelchair model is prepared based on the specification of
the standards for wheelchairs and the rotation range as shown in Fig.3. 3D depth image is acquired from a depth
camera’s data stream and dealt with as 3D point cloud data. A plane approximation is performed for a given radius
range from the center coordinates of the acquired depth image (Takahashi 2018). In planar approximation,
RANSAC (Fischler 1981) is used to perform the least-squares method, excluding outliers of the points data from
the sample range. Then, the wheelchair’s volume is set based on the estimated normal of the floor plane, and the
intersecting 3D points from the real space through the depth camera is checked out. As a result, the 3D points
detected as barrier part is highlighted in depth images. Also, the color image acquired in advance with a USB
camera is associated with the pixels of the depth camera, since the color imaging capability is not equipped with
the depth camera we used in this paper. By calculating a homography matrix so that the color-pixel frame of the
USB camera and the depth frame are fit by pixel-to-pixel correspondences. After the barrier verification in the
depth frame, the pixels of the color image corresponding to the 3D point cloud determined to be the barrier portion
are highlighted to make the barrier in 2D display with AR manner in realtime as well.

USB Color image | _|Associate with . .
Color camera || frame Il depth data | AR display in 2D
Depth image Floor plane Barrier check with
Depth camera 1> frame estimation 3D point cloud
¥ 2
3D model of N Place - .
wheelchair the 3D model AR display in 3D

Figure 2. General structure of reports, papers, and essays

Ergonomic dimensions Rotation range of electric
(Ministry of MITI, Japan) wheelchair (JIS) 3D Volume model

Figure 3. 3D wheelchair volume model, considering an ergonomic dimensions and industrial standards

3. IMPLEMENTATION AND EXPERIMENTS

We used a TOF (Time of Flight) type of near-infrared camera, SwissRanger SR4000 (Mesa Imaging Inc.)
(Lange, 2001) to acquire depth images of 176 x 144 pixels in 60 fps rate (Fig. 4 (right)), and a color camera
UCAM-C750FBBK (Elecom Inc.) for capturing color image frames with 1024x768 pixels (Fig. 4 (left)). We used
Visual Studio 2010 (Microsoft Corporation) as the development environment with OpenCV library for image
processing, and OpenGL API for both 2D and 3D AR display. With a laptop PC and the camera set connected as
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shown in Fig. 4, the barrier location is verified by walking in the target space with the camera facing on the floor.
Example pair of a depth and color image is shown in Fig. 5. Since the angle of view differs in these cameras, we
apply a conversion to the color camera that matches the depth camera with the narrower angle of view. Using the
3D information in the depth image frame, the RANSAC algorithm effectively estimates the floor plane by sampling
the yellow points as shown in the Fig. 6. The sampled points lie only on the floor, excluding the different height
of s furnisher leg, which is eventually highlighted in red as a barrier. The green cylindrical object depicts the
volume model of a wheelchair. On the other hand, since the power cord is a small step less than 2 cm, it is not
judged as a barrier.

Figure 5. Color image captured with a USB color camera (left) and depth image from a TOF camera (right)

Figure 6. Floor estimation based on sampling with RANSAC

4. EXPERIMENTAL RESULTS

In this research, we assumed barrier verification in flow lines in wheelchair user's daily life and
experimented with indoor space as target space. This time, as shown in Fig. 9, in a general classroom of Kansai
University in Japan where wheelchair users also use, verification was conducted in the passage between desks and
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around the desk for wheelchair users as shown Fig. 7. The verification results and the color image of the
verification area are shown in Fig.8. The viewpoint was placed right above the wheelchair model, and the barrier
judgment was carried out based on the presence or absence of the highlighted points in red. It was also found that
there was not enough space for wheelchair users to drive the wheels on their own, as the entire classroom was
inclined from back to the front. The detected barrier location is superimposed on a color image to display AR in
2D as well (Figure 8 (right row)).

In the classroom environment, the desk in the front row closest to the entrance door is not fixed to the
floor and can be moved for dedicating to wheelchair users. For the experiment, the desk was turned at an angle so
that wheelchair users could turn around, and the model diameter was set to 160 cm for verification in consideration
of the rotation movement of the wheelchair (Fig. 7 (bottom)). It turned out that the barrier is complicated in the
space and it cannot quickly turn around, for example, when the space between the wall and the desk legs is the
narrowest when getting by the desk, or when the top plate of the desk interferes. Since the desk's legs were an
angled shaft, if it was unclear at first glance where it would get in the way. Even so, it was easy to judge the barrier
through our system. As a result, in this case, it was confirmed that wheelchair users had a difficult design to sit
freely (Fig.9).

. ]

N —

Figure 8. Visualization result for the normal passage between the desks
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Figure 9. Visualization result for the movable desk space

5. CONCLUSION

We proposed a handy system to display physical barriers for wheelchair users in AR. The barrier
verification can be carried out so quickly, even for the complicated 3D spatial configuration without bringing a
physical wheelchair. The barrier verification is conducted in 3D and the results are represented in AR on 2D
perspective.

Our next step is focusing on easy-to-record capability for accumulating the verification results for facility
management. Also, we aim to implement our algorithm on a more compact type of mobile device with a camera
with a wide angle of view, such as a smartphone, as a handy device close to wheelchair users. One of the
possibilities is to simplify barrier verification by linking with technologies such as SLAM technique in integrated
devices of a depth camera and a color camera such as Google Tango platforms. (D. Keralia, 2014)
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Abstract: Building Information Modeling (BIM) has been widely adopted in the building industry, and its
established methods and technologies show enormous potential in benefiting the civil engineering industry.
Through the rapid growth of BIM in the civil engineering industry, mandatory use in government procurements,
and utilization for improving productivity, the importance of 3D product models in the civil engineering industry
is becoming increasingly prominent. The purpose of this paper is to propose for government organizations to
implement Earned Value Management (EVM) using 3D product models. Firstly, the government contract process
in line with the acts, guidelines and standards are mapped using an Information Delivery Manual (IDM). Next, in
order to implement EVM using 3D product models, it is necessary to organize the relationship between the Work
Package (WP), the minimum units of the Work Breakdown Structure (WBS), and the government contract units.
For this reason, 3D product models with government contract units are defined as Information Delivery Elements
(IDE). Finally, by using the Steel Bridge Information Delivery Model (SB-IDM), which has been integrated with
the IDE of the steel bridge structure, the usability of EVM is evaluated.

Keywords: BIM for infrastructure, product model, information delivery manual, earned value management

1. INTRODUCTION

Since 2004, the term BIM has begun to spread throughout the building industry, and over the past
decade, BIM technology has rapidly become commonplace. BIM, as defined by the U.S. National Institute of
Building Sciences, is “a digital representation of physical and functional characteristics of a facility. A BIM is a
shared knowledge resource for information about a facility forming a reliable basis for decisions during its life
cycle; defined as existing from earliest conception to demolition” (NIBIS, 2016). BIM is now used widely for
government procurements and productivity improvement. Mandatory use of BIM for UK government
procurements started in 2016, and the EU BIM Handbook (EU BIM Task Group, 2018), which highlights
government-led initiatives of EU nations, are prime examples of the widespread adoption of BIM. For government
procurements in Japan, the Ministry of Land, Infrastructure, Transport and Tourism (MLIT) launched a trial project
called Construction Information Modeling/Management (CIM) in 2014. CIM is defined as a method to “streamline
and improve a series of construction manufacturing processes via measures including the use of 3D product models
from the initial stages of the civil engineering industry, such as planning, surveying, and engineering, and the
coordination and development of 3D product models at each stage of construction and operational management”
(Yabuki, 2016). Putting together the knowledge accumulated through the CIM trial projects (survey, design, and
construction), the MLIT, in 2016 fiscal year, formulated the “CIM Implementation Guidelines.” The document
covers the development of 3D product models and case studies of implementation over project phases ranging
from survey and design to operational management. As proven by the fact that the streamlining of consensus
building is recognized as the most notable benefit, CIM trial projects have proven the effectiveness of 3D product
models as a tool to aid communication between stakeholders. However, there is an insufficient number of case
studies on tasks where CIM is fundamentally considered effective, such as supervision and inspection, calculation
of work volumes, and project schedules. According to the MLIT, this is partly due to the “lack of guidelines and
rules” related to the development process of 3D product models (MLIT, 2017).

The process control in public works, the inspector has confirm the reports and progress rate of the
process that the contractor has manage. In addition, the adequacy of the plan and the evaluation of the progress are
judged by the personal experience of the inspector. For this reason, there is a need for a management method that
objectively performs construction progress management based on the government procurement and makes a
quantitative judgment. The purpose of this paper is to propose for government organizations to implement EVM
using 3D product models. Firstly, the government contract process, in line with the acts, guidelines and standards,
is mapped using an IDM. The IDM is used to provide an integrated reference for the process and data required by
BIM (buildingSMART International, 2010). Next, EVM is used as a project management system to help project
managers measure and analyze performance-related factors of projects such as costs and schedules. In order to
implement EVM using 3D product models, it is necessary to organize the relationship between the WP, the
minimum unit of the WBS, and the government contract units. For this reason, 3D product models, together with
the government contract units, are defined as IDE. Finally, by using the SB-IDM, which has been integrated with
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the IDE of the steel bridge structure and is generated in accordance with the IDM of the government contract units,
the usability of EVM is evaluated.

2. EXISTING STUDIES
2.1 BIM in the Civil Engineering Industry

BIM has been widely adopted in the building industry, and its established methods and technologies
show enormous potential in benefiting the civil engineering industry. The application of BIM in the civil
engineering industry is referred to as CIM in Japan, but it is also called Bridge Information Modeling (BrIM),
Civil Integrated Management, Civil Information Modeling, or Virtual Design and Construction (VDC) by
researchers and organizations (Costin et al., 2018). The use of BIM in the United States has a long history with
extensive research in this area, but Europeans are also rapidly achieving maturity in BIM, and the UK, Germany,
and France are now using BIM as a favorable technology for design and management of their infrastructures.
There is a significant growth in adoption of BIM for infrastructure between 2012 and 2017 in Europe, and the rate
of BIM implementation for infrastructure projects has risen from 20% to 52% in this period (SmartMarket report,
2019). Although initially intended for buildings and vertical construction, there have been various international
efforts by buildingSMART International (bSI) groups to use and expand the Industry Foundation Classes (IFC),
which have provided a comprehensive specification of the information about the building industry. In order to
increase the scope to include infrastructure development for other infrastructure models (bridges, roads, tunnels,
etc.), bSI created the “Infrastructure Room” in 2010 to serve as the center of various international groups
implementing IFC for infrastructure. Since then, various projects are in progress.

22 EVM

The American National Standards Institute/Electronic Industries Alliance (ANSI/EIA) approved the
Earned Value Management Systems (EVMS) standard in June 1998. EVMS is a project management system that
helps project managers measure, analyze, and manage performance-related factors for projects such as costs and
schedules through a comparison and analysis of the Planned Value (PV), Earned Value (EV), and actual costs
(Fleming and Koppelman, 2010). This method uses a Cost Performance Index (CPI) and Schedule Performance
Index (SPI), which are two management elements for project managers to control costs and schedules to help them
understand the construction progress. In order to implement EVMS, it is necessary to establish a hierarchical
decomposition of the total scope of work to be carried out by the project team to accomplish the project objectives
and create the required deliverables. The operation is called WBS, and the smallest components of WBS are called
Work WP.

2.3 EVM with BIM

According to a study of management methods for construction projects conducted by Russel et al.
(2015), 50 international construction projects used one or more systemic project control mechanisms such as BIM,
EVM, and Location Based Management (LBM). Of that subset, the document also reports that 38.1% used two
and 23.8% used all three for project control. Other studies on EVM in the civil engineering industry involving 3D
product models include a study by Yabuki et al. (2004) on the development of construction management systems
for cut and fill earthworks based on 4D-CAD and EVM. The study aims to streamline and improve construction
management and implement progress payment methods. In addition, a study by Mohamed et al. (2014)
implementing an EVM concept on BrIM, which is a method for the 3D product modeling of bridges developed by
the Federal Highway Administration (FHWA, 2016), and which investigates a system for controlling costs and
scheduling construction works. However, there are no existing studies focusing on the relationship between 3D
product models and government contract units/project management. A report on a literature review and critical
analysis of BIM for transportation infrastructure by Costin et al. (2018) pointed out research gaps regarding BIM
to apply for infrastructure management: “Project management methodologies including EVM and Integrated
Project Delivery (IPD) have been applied and studied with BIM capabilities. Integration of other project
management methodologies with BIM for infrastructure is a considerable gap that could bring significant value
for infrastructure projects.”

3.IDM AND IDE
3.1 Acts, Guidelines and Standards

In public construction works ordered by the MLIT and local public organizations in Japan, the MLIT
performs a quantity survey prior to procuring a project using the “ceiling price,” which is set in accordance with
the “Laws and regulations on the procedure for determining the contract amount.” With an aim of establishing
fairness in the ceiling price calculation for contract works, the MLIT specifies the “Operation of Civil Engineering
Cost Estimate Guidelines and Standards” and “Civil Engineering Construction Quantity Survey Outlines and
Guidelines (MLIT, FY2018 Edition).” The document specifies items required for calculating costs of the relevant
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construction projects which are needed to be registered for the design specifications when a contractor undertakes
a civil engineering project under direct control of the MLIT. Figure 1 shows the Acts, Guidelines and Standards
regarding government contracts in Japan.

Laws and regulations on the procedure for determining the contract amount

Act on Promoting Quality Assurance in Public Pilbiia Accoumfing, Aot
Works
Constriction Business Act Cabinet Order on Budgets. the S_erﬂement of Accounts, and
Accounting
1 1
NS NS
Contracts for Construction Work Civil Engineering Cost Estimate Guidelines and Standards
General Rules for Contracts for Construction Operation of Civil Engineering Cost Estimate Guidelines
‘Work and Standards
Civil Bneinccring Conshu Civil Engineering Work Item
1vt: ngmeersmg .foni. ction <:> Construction Quantity Survey Standard of
OIITOT PECLICANOTE Outlines and Guidelines Productivity

=5 <~z

Standard Composition Contents About Design Books

-

[Legend] Contract of Individual Construction

I:l Hierarchical layer(Levels)

Figure 1. Acts, Guidelines and Standards regarding government contracts in Japan

In order to reevaluate the traditional quantity survey system and create a unified and consistent scheme,
the MLIT is currently working on the “New Cost Estimating System of Public Works” to create a new quantity
survey framework. As part of this process, the government contract units are standardized to calculate direct
construction costs. This standardization process includes work type-based categorization to cover the number of
hierarchical layers for quantity surveys, definitions of the hierarchical elements, and segmentation, as well as a
standardization of terminologies and quantity survey units. The government contract unit standardization is a
system tree diagram which subdivides diverse construction items in a standardized manner and consists of seven
hierarchical layers (levels). Using these levels, standardized work elements required for derivatives of the relevant
construction work can be identified. Table 1 shows hierarchical layers (levels) for standardized government
contract units.

Table 1. Hierarchical layers (levels) for government contract units

Level Identifier Content
Level 0 | Business Classification Class1ﬁcat10n based on budgeting system and business
operations.
Level 1 | Construction Classification Level 0 divided to address work order lot and client

General term for a series of operations required to construct

Level 2| Work Item certain structural elements (part of Level 1 elements).

Level classification to connect Levels 2 and 4 to clarify the

Level 3 | Class overall standardization system.

Level to indicate units and contract units that are basic derivative
Level 4 | Subdivision units or temporary structure units of the relevant construction
work.

Objective information on materials, standards, and contract-

Level 5| Specification specified conditions for Level 4 configuration components.

Level 4 cost calculation components generally not disclosed in

Level 6 | Quantity Survey Element contracts.
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3.2 IDM for Steel Bridge Project

BIM is a new approach for describing and displaying the information required for the design,
construction, and operation of constructed facilities. It can bring together the numerous threads of different
information used in construction into a single operating environment, reducing, and often eliminating, the need for
the many paper documents currently in use. The IDM aims to provide an integrated reference for process and data
required by BIM by identifying the discrete processes undertaken within building construction, the information
required for its execution, and the results of that activity. The IDM comprises “Process Maps” and “Exchange
Requirements,” which can be described as layers within the architecture. The purpose of a process map is to help
with understanding how the work is undertaken for achieving a well-defined objective. The preferred approach to
developing a process map within IDM is to use the Business Process Modeling Notation (BPMN), where an
exchange requirement represents the connection between process and data. BPMN applies relevant information
defied within an information model to fulfil the requirements of an information exchange between two business
processes at particular stages of the project. Figure 2 shows IDM for the design, quantity survey, and cost
estimation stages of a steel bridge project.

Civil Engineering Construction Common Specifications, Chapter VI Road
Article 6804: Detailed Bridge Design, Quantity Survey and Cost Estimation
5
2 [T01-6804] [T02] ) O
© Detailed Bridge Design Cost Estimation
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Figure 2. IDM for the design, quantity survey, and cost estimation stages of a steel bridge project

3.3 IDE

In order to implement EVM using 3D product models, it is necessary to organize the relationship
between the WP, the minimum units of the WBS, and the government contract units. The government contract
units standardized in Japan define Level 4 as “the level to indicate units and contract units that are a basic derivative
unit or temporary structure unit of the relevant construction work.” Meanwhile, Level 5 defines materials and
specifications (objective descriptions) and conditions disclosed in contracts, and Level 6 defines component
elements for cost calculations. To determine the government contract units when conducting a quantity survey,
Level 4 (Subdivision) and Level 5 (Specification) work items specified in the “Quantity Survey Items and
Classification Conditions,” set forth by the Civil Engineering Quantity Survey Outlines, must be calculated. IDE
of the steel bridge as an exchange requirement are shown in Figure 3. IDE equipped with Level 4 and Level 5
information can be used to quantify work items in accordance with the Quantity Survey Items and Classification
Conditions (the procurement unit of government organizations). Figure 4 shows a class diagram for the IDE linked
with the EVM.
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Figure 3. IDE for a steel bridge
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Figure 4. Class diagram of the IDE linked with the EVM

4. SB-IDM AND EVM

The potential of EVM coordination was evaluated by outputting the government quantity survey data
obtained from the SB-IDM, which has integrated the IDE of the steel bridge structure generated in accordance
with the newly defined data structure. The newly defined SB-IDM was developed using Autodesk Revit 2018
(hereinafter referred to as Revit). With Revit, geometric shapes can be saved with additional attribute information.
To count work items, Revit’s “Calculate Totals” feature was used. Parameters such as units, numerical digits, and
steel material calculation methods were adjusted to ensure that the appropriate IDM components could be produced.
Table 2 shows design conditions of the steel bridge upper deck (girder fabrication: simple plate girders) used for
this evaluation, and Figure 5 shows components of the main girder and connection materials. Using this
information, work items can be quantified at a per-material basis. In quantity surveys by government organizations,
the manufacturing and material costs, as well as the assembly time, welding time, and temporary assembly time,
are calculated based on the weight of the steel plates per material type after quantifying the work items. When
performing this process, the assembly time shall be calculated using a block length of the component materials.
The total length of welding required in quantity surveys by government organizations can be calculated by
predefining the welding edges of each component material. Figures 6 show the SB-IDM with IDE components in
place.
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Table 2. Design conditions

Format Unit Simple Plate Girder
Bridge Length m 122.20
Girder Length m 40.60@3
Skew Angle Degree 0°
Live Load B Live Load
Large Vehicle Traffic Volume Number of Vehicles / Day / Direction 2000 or greater
Slab Thickness mm 250
Design Lateral Seismic Coefficient Kh=0.25

Upper Flange PL 640 % 32 % 3,630 (SM490YB)

Stiffener_PL 130 % 10  2.200(S5400) y

s H Web plate PL 2,200 x 11X 13,530(SM490YA)

PL 640 % 16 X 1,170(SM490YA)

PL 295 X 16 X 1.065 (SM490YA)

Sl % Flange PL 640 X 32 X 3,630(SM490YB)
A Lower Flange PL 500 x 28 x 5,200 (SM490YB) i

Lower Flange PL 350 X 19 % 4,700 (SM490YB)

PL 185 X 9 X 615 (SM490YA)

PL 640 % 19 % 1,365 (SM490YA)

iPL 295 X 22 % 1,365 (SM490YA)

Figure 5. Main girder components and connection member components
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Figure 6. SB-IDM

4.1 Quantity Survey and Cost Estimation

A quantity and cost estimation summary (Table 3) was generated using the quantification obtained from
the SB-IDM. For the quantity and cost estimation summary, quantity and cost information from the IDE produced
in Revit were exported to a CSV file. Verification was made to ensure work resources, excluding the work hours
required for the WP of WBS, and could be exported to each document format.

4.2 EVM

The construction procedure was to simultaneously construct the Al and A2 abutments during the steel
bridge manufacturing period and to construct the P1 and P2 piers sequentially after completion. The steel bridge
will be constructed from the Al side, and the construction period is set to 9 months, avoiding the flood period. In
addition, the workable days of each month are unified on the 20th. Table 4 shows the results of the calculation of
various EVM parameters by inputting data for 5 months for verification. Figure 7 shows a graph of the vertical
axis with the SPI and the horizontal axis with the CPI to evaluate the work progress by EVM. In the case of the
data for verification, the start month indicates the area of low cost/slow process in the lower left where the EV
falls below the PV through the confirmation of site construction conditions and preparation of materials and
equipment. The predicted completion period (Tec 2) will be 390 days, which can be expected to be extended by
30 days from the initial construction period. With the progress of construction, the state of the process and cost
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stabilizes, and it is possible to read the state of transitioning to the high cost/early process area in the upper right.
The predicted completion period (Tec 1) will be 358 days and the delay will be recovered.

Table 3. Quantity and Cost Estimation Summary

(Japanese yen)

| Specification | Unit | Price | Quantity | Amount
(1) Material costs
Stecl SM490YB t 131.0 62.8 8,227,000
S5400 t 113.3 13.4 1,518,000
Bearing Al, A2 Piece 2400.0 4.0 9,600,000
= P1, P2 Piece 2300.0 4.0 9,200,000
H.T.B. S10T t 220.0 14 308.000
Sub total 28.853.000
(2) Manufacturing costs Person 26.1 1458.0 38,054,000
(A) Direet cost (A)=(1)+(2) 66,907,000
(B) Indirect cost (B)=(A)x38.0% 14,460,000
(C)Sub total (C)=A+B 81,367,000
(D) Management cost (factory) (D)=C-(2) 52,514,000
(E) Manufacturing total cost (E)=C+D 133.882.000
Transportation cost 30km (Tokyo) t 7.0 76.2 533.000
Temporay work cost Mobile crane t 56.0 76.2 4,267.000
(F) Sub total (F) 4,801,000
(G) Temporary work cost (G)=Fx17.00% 816,000
(H) Expenses rate (H)=F=14.34% 688.000
(T) Construction cost [63) 6,305,000
(J)Management cost (site) (J)=1x30.98% 1,953,000
(K) Sub total (K)=I+J 8,258,000
(L) General management cost (L)=K=9.54% 788.000
Total E+K+L 142.928.000
Table 4. Results of calculation of various EVM parameters
Work Item Direct cost [ Work days| Sep. Oct. Nov. Dec. Tan. Notes
Manufacturing steel bridge 66,907 132 10,137 10,137] 10,137 10,137| 10,137[ Table 3. (A)
Temporary work cost 4.801 30 Table 3. (F)
Al: Abutment 4,659 51 1,827 1,827 1,005
P1: Pier 4,311 48 1.796 1,796
P2: Pier 4,311 48
A2: Abutment 4.659 51 1.827 1.827 1,005
Planned Value (PV) [Month] 13,792 13,792 12.147] 11,934] 11,934
Planned Value (PV) [Accumulation] 13,792 27.583| 39.730| S51.664| 63,598
Earned Value (EV) 13,200 27.100 39,800 52,500 64,900
Actual Cost (AC) 14,400] 28,600 40,500] 50.800 59,700
Schedule Performance Index (SPI) 0.96 0.98 1.00 1.02 1.02
Cost Performance Index (CPI) 0.92 0.95 0.98 1.03 1.09
" . . (EAC1) 97,798 94,610 91,225 86,745 82,465 SPI=1
Estimate at Completion (EAC2) | 101.535] 95.787] 91.136] 86.173| 82.008]  SPII
. . . (Tecl) 373 364 360 357 358 SPI=1
Time Estimate Completion (Tec2) 390 366 359 357 319 SPI=1

1
Schedule Performance Index (SPT) [Legend] (SPL CPD)

115
110 ~ (1.02,1.09)
105 T |~ (1.02,1.03)
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| | 100
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1.05 110

(0.98,0.95) ~—__ 1 hS (1.00,0.98)

/ 090+
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0.85 +

0.80 1

Figure 7. SPI and CPI
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5. CONCLUSIONS
There have been a limited number of studies that have been able to apply BIM for the civil engineering
industry. However, basing the previous work that has been undertaken, the research presented in this paper has
purpose for EVM using 3D product models that objectively performs construction progress management based on
the government procurement and makes a quantitative judgment. The key benefits of the SB-IDM that have been
developed include:
®  Organized in IDM include the acts, guidelines and standards that must be followed in order to use 3D product
models in the civil engineering industry;

® The SB-IDM which are integrated the IDE are defined to use 3D product models with government contract
unit.

® EVM based on the government procurement quantity can confirm the progress of construction objectively
and quantitatively;

However, the government procurement system in japan, in principle, it is a design-bid-build. When
applying the method proposed in this report at the time of construction, it is need to be checked the SB-IDM
according to the temporary equipment of the construction method and the construction by the contractor. In
addition, the steel bridge verified in this paper is a basic structure, and it is necessary to increase the number of
verifications and improve the accuracy to develop of the Model View Definition (MVD). I will continue to research
various industry organizations and trends including buildingSMART International.
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A PROPOSAL OF DETERIORATION PREDICTION MODEL FOR TUNNEL
LIGHTING FACILITIES USING MARKOV STOCHASTIC PROCESS

Noriaki Maeda', and Kei Kawamura®

1) Graduate School, Doctor Course, Sciences and Technology for Innovation, University of Yamaguchi, Yamaguchi, Japan.
Email: g005wc@yamaguchi-u.ac.jp

2) Dr Eng., Assoc. Prof., Sciences and Technology for Innovation, University of Yamaguchi, Yamaguchi, Japan. Email:
kay@yamaguchi-u.ac.jp

Abstract: Asset management systems (AMS) are powerful tool for maintenance of civil infrastructures. The
management system model consists of the four steps cycle model that is PDCA(Plan-Do-Check-Action) in the
total quality management system. This paper proposes a deterioration prediction model on the management system
for tunnel lighting facilities. The model is a time-based Markov stochastic process for predicting the deterioration
of health degree of a tunnel unit. The tunnel unit is equivalent to all of tunnel lighting facilities in a tunnel.
Firstly, this paper explains a characteristics of the Markov stochastic process model applied to the deterioration
prediction of a tunnel unit. Secondly, the deterioration of health degree of a tunnel unit is formulated by solving
the master-equation of Markov stochastic process. Then, the applicability and validity of the deterioration
prediction model is shown by illustrating numerical examples using visual inspection data of existing tunnels.
Finally, the paper indicates how the model functions in AMS.

Keywords: AMS, tunnel lighting facilities, Markov stochastic process, deterioration, prediction, health degree,
master-equation, inspection

1. INTRODUCTION

In Japan, civil infrastructure constructed in a high economic growth period have been deteriorating
remarkably. It is necessary for civil infrastructure to maintain with safety and minimum cost. Asset management
systems (AMYS) is effective for maintaining civil infrastructure with safety and economy (Miyagawa et al., 2008).
AMS is total quality engineering management system consists of PDCA(Plan-Do-Check-Action) four steps. Four
steps of PDCA correspond P to planning of renew and repair, D to performing of inspection and repair, C to
predicting of future condition, and A to modifying of current plan from future condition in maintenance of civil
infrastructure. It is most important for rotating PDCA cycle to predict and evaluate the condition from inspection
of civil infrastructure. Therefore, it is necessary to develop a model of predicting easily future condition of
infrastructure for performing each step effectively in PDCA cycle.

In general, the prediction of future infrastructure condition has practical application issues. In many cases,
the civil infrastructure documents such as inspection result have only a small amount analyzable data. This reason
is caused to not accumulate all data from function start time to the present. In addition, the accumulated data style
is not electronic style but paper style. An inspection result of civil infrastructure consists of condition state for
discrete condition rating evaluated by the sensitivity of inspectors. It is necessary for analyzing inspection result
to convert discrete condition state to continuous condition value.

Therefore, this study proposes a model to predict future condition of tunnel lighting facilities considering
these issues for tunnel in civil infrastructure. The model having the characteristic of comprehensible to all persons
concerned with AMS solves to these issues using simple methods. The first method is the utilization for a
continuous scale of health degree to discrete inspection result. The health degree indicates deterioration of the
facility on a continuous condition scale of 0 to 100 such as the Pavement Condition Index (Madanat et al., 1995).
It is converted for initial value of health degree corresponding to each discrete condition state of inspection result
by sensitive of experienced inspectors. The second method is the formulation by state probability and transition
probability of Markov stochastic process. The state probability is defined the existence probability for each
condition state of the facilities in a tunnel. The transition probability is defined the moving probability of condition
state from one before time to present time inspection of facilities in a tunnel. The state probability is solved by
master-equation based on Markov stochastic process. The master-equation is consisted in difference probability
flux of macro-statistical ensemble from time-based transition probability and state probability. The health degree
is given to multiply a weight as initial value of health degree to state probability solved by master-equation.
Therefore, the model enables to predict deterioration of the tunnel lighting fixture in the unit of not individual
lighting fixtures but a tunnel. The model is called simplified dynamic macro model from comprehensible method
for persons concerned with AMS (Maeda & Kawamura, 2015).

In this study, the applicability and validity of the model is shown for numerical examples by adapting the
health degree for the existing tunnel lighting facilities. Then, it is shown how the model functions as a role of
PDCA four steps in AMS.
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2. TUNNEL LIGHTING FACILITY
2.1 Function

A tunnel lighting facility has two functions. The first is to solve of light and dark adaption for reducing
visual difference between inside and outside of a tunnel. The second is to provide stable visual brightness to drive
safety in a tunnel. The structure consists of lighting-fixture, lamp, ballast, mounting brackets, anchor-bolts etc. as
shown in Figure 1. These materials are currently made of stainless steel, but the past materials were made of steel.
In a tunnel, the material of metal is to easily rust for reasons of adhering road surface anti-freezing agent and of
tunnel spring water. Thus, the metal deterioration tends to remarkably progress corrosion and rusting with the age
on the facilities in tunnel. Therefore, it is important for preventing deterioration to plan and perform preventive
repair and replace based on period inspection.

Figure 1. A tunnel lighting facility

2.2 Inspection

Generally, there are three types of inspection on the facility. The first is a daily inspection to evaluate a
condition of facility by inspector's human senses. The second is a detail inspection to evaluate function of facility
by the measuring instruments. The third is a periodical inspection that periodically evaluates structural
deterioration by inspector's human senses. In this study, periodical inspection is adopted to manage to prediction
and repair using structure condition on the facility. The method of periodical inspection is to observe the
deterioration state with visual and tentacle of inspectors. The frequency of inspection is carried out every several
years in each of a division tunnel. The example of performing the inspection in same tunnel for three years is
shown in Figure 2. The inspection parts are a lump-body, fixtures, fasteners, anchor bolts, hinges and latches, and
lump-cover. The state classification of inspection result is evaluated in four classes for each inspection part as
shown in Table 1. The evaluation for a facility unit is adopted the lowest evaluation of each part in view of safety
as shown Figure 3. Thus, the condition state of inspection result is a discrete evaluation. Therefore, it is necessary
for performing effectively AMS to convert discrete evaluation to continuous value such as health degree.

Table 1. Criteria for state classification of periodic inspection

State classification Criteria
D There are serious structural deficiencies due to deterioration and/or damage.
The element should be immediate repair.
C There are some structural deficiencies due to deterioration and/or damage.
The element should be repaired.
B There are no serious structural deficiencies due to deterioration and/or damage.
A The element has no problem.

Vehicle movement direction - Vehicle movement direction - Vehicle movement direction #
- Vehicle movement direction - Vehicle movement direction - Vehicle movement direction
EEENNENNRENNEN| | ENENEENNENERENEN| |NENNENENREENNEN

[ Inspection cycle ] I first year inspection I second year inspection I final year inspection

Figure 2. Inspection cycle
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Figure 3. Relation between component evaluation and total evaluation of facility

3. MODEL FORMULATION

In general, Markov chain model is traditional model of deterioration prediction model for the reason for
easy to aggregate data on the model (Shin & Madanat, 2003; Yina et al., 2016; Mark et al., 1992). After, it has
been proposed to Markov chain hazard models (Aoki et al., 2005; Tsuda et al., 2006) and Weibull hazard model
as considering the characteristic member for parts of the facility (Aoki et al., 2005; Qing et al., 2014). However,
these models have two problems. The first is complication for calculation process of these prediction models. The
second is rather difficult to calculate in case of the small amount of data. Therefore, in case of tunnel lighting
facility, it is proposed a macro model calculating the deterioration prediction easily as a tunnel unit not individual
lighting fixture. This model is called simplified dynamic macro model as a time-based dynamic Markov chain
model having master-equation. In detail, each condition state is determined by solving master-equation which have
the difference probability flux of time-based probability consisted in state probability P; of state i and transition
probability from state 7 to state j. In this study, it is predicted health degree as continuous value of deterioration for
a tunnel unit using the simplified dynamic macro model from discrete inspection result.

This model procedure consists of five steps as shown Figure 4.

(STEP 1) determination of health degree from inspection result

-

(STEP 2) definition of pattern for transition probability

-

(STEP 3) calculation of transition probability

-

(STEP 4) calculation of state probability

-

(STEP 5) calculation of heath degree on tunnel unit

Figure 4. Flow-chart of procedure for simplified dynamic macro model
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The first step is to decided health degree of a continuous score from 0 to 100 corresponding to each
condition state of discrete inspection result. In this study, it is adopted a method of hearing to ten experienced
inspectors about health degree for each condition state of four classes shown Table 1. For the result from the
method, the health degree corresponding to each condition state is shown in Table 2.

Table 2. Health degree corresponding to condition state

Condition state A B C D

health degree (%) 100 50 30 10

The second step is to decide patterns of transition probability. The patterns of transition probability are
based on the following two conditions.

* holding state (transition from condition state i to condition state ;)
P; ;i (i=J:condition state j is equal to condition state 7)
+ adjoining transition (transition from condition state i to adjoining condition state ;)
P; —; (i#j: condition state j is not equal to condition state 7)
All the patterns of transition probability are shown in Table 3.

Table 3. Patterns of transition probability

pattern initial state | final state | transition probability
J J P
1 4 4 Py
- 4 B Py
: u B Py s
A B ¢ Pp—c
> c ¢ Pc—c
o © D Pc—p

The third step is calculation of transition probability from inspection result of one before time and present
time. Let 4; and B; denote a quantity of lighting fixture of initial state (i.e. before transition) and final state (i.e.
after transition) for state i in a same tunnel. Transition probability P; — ; and P; - ;are shown as follows:

Pi—»j = |(Ai_Bi)|/Bi (D
Piyi=1-P,; (2)

Therefore, Transition probability matrix P which consists of the elements of both P; — ; and P; — j, is
written as follows:

_ |0 Pgg Pgc O
P=1o 0o pr. Py G)
o 0 0 P,

Where Pii: P,‘ﬂ,‘, Pi‘/ = Piﬂ_,‘, i= A, B, C, D.

The forth step is calculation of state probability by the master-equation. The master-equation is consisted
in difference probability flux of time-based transition probability and state probability. When let P; denote state
probability on condition state i at time ¢, the master-equation for P; is expressed as follows:

db,
SR B Peam) = ) B P
km m,k
(k#=m) @)
Where P;and P; are state probability of condition state i and j, respectively. P; -  is transition probability

from condition state i to condition state ;.
Therefore, each master-equations for state probability P;, i = 4, B, C, D are written as follows:
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dP,/dt = —P, - P,_p (5)
dPy/dt = Py Pyp — Pg " Pgc (6)
dP;/dt = Pp " Pg.c — Pc* Pcop (7)

dPp/dt = P; - Pe_p ®)

The state probability P;, i = 4, B, C, D is obtained by the solving from Equation (5) to Equation (8).

The fifth step is calculation of health degree for a tunnel unit using state probability P; and an initial health
degree of corresponding to condition state i decided the first step. Let W; denote an initial health degree on
condition state i shown Table 2 as a weight. When let H; denote the health degree of a tunnel unit on condition
state i, the health degree H;, i = 4, B, C, D is expressed using W; and P; as follow:

Hy =W;- P )

Thus, when let H denote the health degree of tunnel unit, H is written from Equation (9) as follows:

H ZZHL
i

4. TRANSITION PROBABILITY CALCULATION AND ESTIMATION RESULTS
4.1 Transition Probability Calculation

In this study, the method described from step 1 to step 5 in Chapter 3 applies to tunnel lighting facilities
in 59 existing tunnels. In detail, the facilities are 27 tunnels made of steel and 32 tunnels made of stainless steel,
for each material.

The transition probability P; — jmade of steel and stainless steel respectively calculated from procedure
of step 2 in Chapter 3 are shown in Table 4. In steel, the characteristic is that Pz — ¢ and Pc — ¢ are very higher
than another transition probabilities. Thus, in the condition state B, it tends to make a transition to the adjoining
condition state C for a reason of progressing very speedy the deterioration for steel. In the condition state C, it
tends to hold the same condition state C for a reason of repairing for the deterioration parts as corrosion and rust.
On the other hand, in stainless steel, the characteristic is that P4 — 4, Ps — 5, and Pc - ¢ are very higher than
another transition probabilities. Thus, in the condition state 4, B, and C, it tends to hold the same condition. The
reason of condition state 4 and B is considered of progressing slowly the deterioration for stainless steel. The
reason of condition state C is indicated of repairing for the deterioration as same case of steel.

Therefore, in the transition probability, it is indicated the condition state B have a great difference for steel
and stainless steel.

(i=4, B, C, D) (10)

Table 4. Transition probability for patterns

(steel] [stainless steel]
initial state | final state | transition probability mnitial state | final state | transition probability
pattern ] _ pattern ) )
i J P i J Pi;
1 4 4 Py—y4 61.67% 1 4 4 P44 87.83%
2 A B P,y-3 38.33% 2 4 B P,y-3 12.17%
3 B B Pg -5 4.66% 3 B B Pg-p 78.78%
4 B C Pp-c 95.34% 4 B C Pg-c 21.22%
5 C c Pc-c 96.68% 9 C ¢ Pc-c 97.67%
6 C D Pc-p 3.32% 6 c D Pc-p 2.33%

4.2 Estimation Results

The state probability P; is calculated by using from Equation (5) to Equation (8). The distribution diagram
of Pi,,i=A, B, C, D is shown in Figure 5 and Figure 6.

In steel, it is predicted that Pc reaches 70% of the whole five years later. Further, ten years later, it is
predicted that Pp reaches 20% of the whole. In this time, Pc and Pp are above 95% of whole.

On the other hand, in stainless steel, it is predicted that Pc reaches 60% of the whole seventeen years later.
Further, twenty-five years later, it is predicted that Pc and Pp are about 90% of the whole.

Thus, the deterioration of steel is indicated to progress very speedy for stainless steel.
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Figure 5. Distribution diagram of state probability for steel
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Figure 6. Distribution diagram of state probability for stainless steel

Finally, this study calculates the health degree with Equation (9) and Equation (10). The time-based
function of health degree called health degree curve is shown in Figure 7. There is a difference for progress speed
of the deterioration the steel and stainless steel.

It is predicted to arrive at the condition state C in eight years later of steel and twenty-four years later of
stainless steel. The difference of deterioration progress depends on the transition probability of steel and stainless.
The transition speed from condition state B to C'is 4.5 times speedy of steel than of stainless. The difference causes
the difference of sixteen years between steel and stainless steel. The predicted age which reach health degree of
20% and 30% is shown in Table 5.
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Figure 7. Health degree curve for steel and stainless steel

Table 5. Prediction age for health degree for steel and stainless steel

material health degree (%) prediction age (year)
30 8.6
steel
20 24.7
, 30 24.4
stainless steel
20 454

In steel, it is predicted that the repair occurs for sixteen years from eight years of the health degree 30%
to twenty-four years of the health degree 20%. On the other hand, in stainless steel, it is predicted that the repair
occurs for twenty-one years from twenty-four years to forty-five years. The results are indicated to progress the
deterioration slowly after reaching health degree of 30% corresponding to the condition state C. The total cost of
repair after reached health degree of 30% will increase with time passes. Then, the health degree is forecasted to
decent more slowly and to reach health degree of 10% corresponding to the condition state D.

Therefore, it is desirable to decide the optimum time of replace for the tunnel unit by considering the effect
and cost of the repair for the time from health degree 30% to 20%.

5. CONCLUSIONS

In this study, it is predicted the health degree of tunnel lighting facilities by using the simplified dynamic
macro model. It is indicated the difference of progressing the deterioration from transition probability of steel and
stainless steel. These results are verified for the model to predict the deterioration of the health degree converted
from visual inspection. These are contributed to decide of a time to replace the facilities for a tunnel unit.

This model products the future health degree of output data from the inspection result of input data. The
information of health degree and the inspection result is shared by all members concerning with AMS. This
information sharing is expected to perform each step of PDCA more effectively for all members on AMS
(Wittenbaum et al., 2004). The decision support is created by the discussion with the information sharing based
on each member’s experience of having performed PDCA of each step effectively. And then, the manager decides
an optimum time of replace for the facilities based on the substance of the decision support from the discussion.
The new management style of the decision making from the discussion to the decision support with sharing the
same information is expected to contribute to development for AMS.

Therefore, the model is contributed to perform each step effectively in PDCA cycle on AMS. On the new
management style, the model is indirectly contributed to make decision such as a time of replace for facilities as
above mentioned. The model is possible to apply similarly to other infrastructure treating as macro-statistical
ensemble for a purpose of widely utilization on AMS.
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Abstract: Evaluation of lane marking conditions has advanced from visual and/or manual inspections, which
can be unsafe and time-consuming, to mobile assessments using vehicle-mounted devices that allow transportation
agencies to collect retroreflectivity data at a large scale in a safer and efficient manner. However, cost-effectively
routing and operating these mobile retroreflectivity units (MRUSs) at a large scale can be a unique challenge. This
study proposes a vehicle routing problem (VRP) based model to optimize the routing of MRUs. The model takes
into account the additional costs of daily and weekly operations of MRUs, such as remounting the device and
traveling between tasks.

Keywords: vehicle routing problem (VRP); pavement markings; mobile retroreflectivity unit (MRU)

1. INTRODUCTION

Lane markings are an important type of traffic control devices that is crucial to roadway safety. Periodical
assessments of lane marking conditions, e.g., visibility and retroreflectivity, ensure the proper function and
performance of lane markings. Traditionally, methods for lane marking assessment involve visual surveys and
manual data collection using handheld devices, which can be limited in scale, time-consuming, and unsafe. Recent
developments of the Mobile Retroreflectivity Unit (MRU) — a laser-based equipment that is mounted on a vehicle
capable of measuring pavement marking retroreflectivity at highway speeds — have provided opportunities for
state and local transportation agencies to collect pavement marking retroreflectivity data in a large scale. State
departments of transportation (DOTs), such as the Florida DOT, have started to conduct state-wide pavement
marking condition evaluation using MRUs (Choubane, Sevearance, Holzschuher, Fletcher, & Wang, 2018).

Usually, state DOTs rely on field engineers and technicians to artificially plan the routes and carry out the
testing. However, collection of state-wide pavement marking data on all state-maintained highways on an annual
basis under factors (e.g., fog, traffic, wet weather, hurricanes, etc.) that can significantly affect testing schedules
can be challenging. Therefore, there is a need to minimize the operational cost, in terms of time spent and distance
traveled, of the data collection schedule. One way of minimizing the effort is to optimize the daily and weekly
routing plans.

Each MRU testing task can be considered as a node of a network and the distance between nodes denotes a
link of the network. Vehicle routing problem (VRP) models can be used for solving the sequence of the nodes
being visited and the links being traveled on, which then ensures the optimal solution of the objective under various
constraints. If there is a complete network, we can form the VRP model and the testing schedule can be optimized.
The purpose of this study is to formulate an integer program (IP) for optimization of pavement marking assessment
scheduling and provide a structured way to generate an efficient assessment plan.

2. LITRATURE REVIEW
2.1 Lane Marking Assessment and Mobile Retroreflectivity Unit (MRU)

Pavement markings are important for road users and are key contributors to roadway guidance and traffic
safety. Especially at night, the visibility of pavement markings is most critical. To ensure pavement markings are
adequately maintained, quantified measurements are to be provided for monitoring (Choubane, Sevearance,

! This manuscript has been authored in part by UT-Battelle, LLC, under contract DE-AC05-000R22725 with the
US Department of Energy (DOE). The US government retains and the publisher, by accepting the article for
publication, acknowledges that the US government retains a nonexclusive, paid-up, irrevocable, worldwide license
to publish or reproduce the published form of this manuscript, or allow others to do so, for US government
purposes. DOE will provide public access to these results of federally sponsored research in accordance with the
DOE Public Access Plan (http://energy.gov/downloads/doe-public-access-plan).
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Holzschuher, Fletcher, & Wang, 2018). Early tools for performance assessment of pavement markings are through
handheld devices and visual inspections. However, use of such tools is dangerous due to cumbersome traffic
(Holzschuher et al., 2010). An instrument mounted on a vehicle driving in usual traffic can conquer those shortages.
The Mobile Retroreflectivity Unit (MRU) is a vehicle mounted with a mobile retroreflectometer capable of
measuring pavement marking retroreflectivity at highway speed. The safety and efficiency of MRUs have been
considered by more and more highway agencies as an attractive alternative to the old tools.

Mounting equipment on the vehicle implies there is a configuration and specific procedure. Figure 1.
demonstrates three types of lane markings: type 1 is a center line, type 2 is a skip line and type 3 is an edge line.
In order to measure these different pavement markings (such as yellow center lines, white skip lines, and white

edge lines), the MRU must be set on the specific side of the vehicle. For example, the retroreflectometer
must be mounted on the right side of the vehicle if the testing lane is an edge line. Calibration may impact the
precision of measurements. Choubane et al. (2013) pointed out that MRUs are fairly sensitive instrument and if
they are not properly calibrated, accuracy and precision of the tests will be affected. Therefore, in addition to the
need of proper and routine calibrations, properly mounting and remounting the MRU is crucial.

Figure 1. Types of lane marking.
2.2 Vehicle Routing Problem

The Vehicle Routing Problem (VRP) is an extension of the Traveling Salesman Problem (TSP) (Dantzig &
Ramser, 2008). The VRP seeks best route that services a number of customers with a fleet of vehicles from depots.
The objective of the VRP can be minimizing transportation costs (traveling time or distance). Kulkarni &Bhave
(1985) purposed requirements of the VRP model, including (1) model formulation needs to meet all customers’
demands; (2) there are certain restrictions on the number of consumers/nodes assigned to each vehicle; and (3) the
total travel cost per vehicle and the service capacity cannot exceed the upper limit of each vehicle. Moreover, there
are two assumptions in the VRP. First, the maximum demand at a location i is less than the minimum capacity of
a vehicle, and the second is whenever a customer i is serviced, the demand at i is fulfilled.

A basic VRP restricts the relation between vehicles, nodes and arcs. Constraints in VRP must: (1) ensure a
vehicle only visits and leaves one customer once; (2) if a vehicle visits one customer, it must leave the same
customer; (3) constraints must guarantee all routes start and end at the depot; (4) capacity limit and maximum cost
limit of each vehicle are imposed by inequalities; and (5) subtours should be eliminated.

The complexity of reality brings about extensions of VRP in academic research and practical applications.
For example, there are VRPs with time windows (VRPTW), fleet size and mix VRPs (FSVRP), VRPs with
multiple use of vehicle (VRPM), and many more variations. When solving VRPs in a larger scale a solution
algorithm is usually needed. Gracia et al. apply VRP to address the biomass collection problem (Gracia et al.,
2014). Since the various machines interact with each other during the harvesting process, the path and work order
of the different machines becomes important. Meta heuristics such as the Genetic algorithms (GA) and local search
methods are used to obtain solutions (Zhang et al., 2008).

2.3 Summary

Using vehicles equipped with detection tools to improve safety and efficiency of assessment tasks is the
trend of future maintenance procedures. The VRP has been extended to handle many similar applications. The
relationship of tasks in lane marking assessment can be described through a network of nodes and links, and we
believe planning of the maintenance schedule is suitable to be solved by a VRP model.

3. METHODOLOGY

This section describes the formulation of a VRP-based model for routing of MRU mounted vehicles
conducting lane marking assessments. The objective contains the operational cost, reconfiguration cost and travel
cost. The goal of the model is to provide a system-wise assessment schedule.
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3.1 Model Formulation
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Operating cost, configuration cost and travel distance are considered in the model, the model use weight to
evaluate the performance of assessment schedule. Operating cost in this model means the total time cost for
finishing all tasks. Configuration cost can be defined as time unit, or penalty of change equipment side. Travel
distance is the sum of all travel distance of used link.

The formulation extends the basic VRP model. Eq. (2)-(7) are the basic VRP constraints. Test vehicles in
each period are ensured arrive and leave each node (expect depot node) once in Eq. (2) and (3). Eq. (4) indicates
flow conservation. Each vehicle only can leave home node less than once in Eq. (5). Based on Eq. (4), Eq. (6)
indicates the vehicle must back to depot node if it has set out from depot node. Eq. (7) is subtour elimination
constraints.

This formulation considers practical conditions, including the test vehicles may need maintenance
periodically, the labors won’t drive vehicle on their day off, and the test vehicles are requested to return home node
periodically. The formulation uses operating hours in a period to satisfy this request in Eq. (10). And Eq. (11) is
another inequality for operating hours per workday. Eq. (8) and (9) calculate the total operating period and workday,
which are used to measure performance.

Tools installation or reconfiguration increase cost operating time. To avoid the assessment schedule with an
inefficient plan, Eq. (12) indicates whether labors change configuration types in the node (i.e., the vehicle enters
node with configuration type 1 but leaves node with configuration type 2, then value of RHS in Eq. (12) is 1,
therefore, variable value of LHS will more than 1). Eq. (13) calculates the total times of reconfiguration. In practice,
labors prefer not to change configuration type in a workday, and this formulation can use penalty to ensure same
type of equipment.

Eq. (14) sum the total travel distance and the LHS variable is for readability. The workdays in a period have
time sequence, Eq. (15) determines vehicles won’t violate workday sequence, for example, Eq. (15) means if the
vehicle enters the node in workday w; it can’t visit remining nodes in the day before workday w of same period
anymore.

Eq. (16) and Eq. (17) express time. Eq. (16) indicates if the previous period doesn’t operate, then the
following period can’t operate. Eq. (17) has the same concept but replace period into workday. These two
constraints won’t change objective value of solution. However, it can reduce execution time when the capacity
exceeds demand (ex. All task need one periods for operating but there is a large period set.)

3.2 Notation
(1) Variables

. X,avtws 18 binary variable that indicating whether link of node o to node duses vehicle vin period ¢

workday wwith tool installed in side sis functional or not. 1 means link is used and 0 otherwise.

. Y+ is binary variable representing period ¢is used or not.

. Z.,, 1s binary variable representing period £, workday wis used or not.

. U,, is variable for subtour elimination.

. SN,:wns 1s binary variable indicating whether vehicle voperating in period ¢ workday w changes
installation type of test tool from other type to type s or not. I means change side and 0 otherwise.

. ST, 1s variable indicating reconfiguration times of vehicle vin period ¢ workday w.
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. Td is variable describing total travel distance.
. All variables above are positive.
(2) Sets
. N is set of nodes expect depot, and O, D are same meaning but for readability.
. H is set of depot nodes
. V is set of vehicle fleet
. T is set of periods
. W is set of workdays
. S is set of configuration types.
(3) Parameters
. C,q 1s travel distance from node oto node d
. B, is speed limit of node o to node d
. Fis allowed working hours per period
. fis allowed working hours per working day
. a,f,v,6 are constant of variables in objective function

4. CASE STUDY

In this section, the proposed methodology is applied to the Florida Department of Transportation (FDOT)’s
MRU program. The program has a yearly schedule and there are inventory lane markings needed to be measured
every year. The tasks of lane marking section are located throughout the entire Florida state.

For the implementation of the formulation, Python is chosen as the programming language and Gurobi is
utilized as the solver. The analysis is executed on a computer with 8GB 2,133 MHz LPDDR3 memory and a 2.3
GHz Intel Core i5 CPU.

4.1 Nodes and Arcs

To enable a VRP-based model, a network has to be available. In this work, the nodes of network are
transformed from tasks of the MRU program. Each task represents a trip needed to be measured, and each task
contains an origin mile point and a destination mile point. The origin point and destination point are different nodes
in the network. More clearly, there are three types of arcs:

(1) Arcs between each task (blue dotted arrow in figure 2-¢): each task are divided into two nodes. One is

the origin node and the other is the destination node. An origin node only links to a destination node of the

same task.

(2) Arcs between different tasks (blue solid arrow in figure 2-c): destination node of a task only can direct

to origin nodes of other tasks or the depot node.

(3) Arcs between tasks and depot (black solid arrow in figure 2-¢): vehicle can move to origin nodes of all

tasks from the depot and only comes back to the depot from a destination node.

Nodes will be visited according to arcs, which implies through the manipulation of arcs value, nodes of same
task are guaranteed to be visited in turn. Figure 2-a, 2-b, 2-c demonstrate design of the network.

Figure 2-a. Figure 2-b. Figure 2-c.

Travel distance is used for arcs. There are two types of travel distance in this case. One is distance between
different tasks, which is extracted from the Open Street Routing Machine (OSRM) API. The OSRM runs on
OpenStreetMap data and provides the environment and API to request the distance between locations. The other
is distance between nodes of same task, which is extracted from the starting and ending mile points of each task.
4.2 Sets of MRU program

In the MRU program, there are two MRU vehicles for testing retroreflectivity of lane markings. Drivers
depart from the depot on Monday and come back to the depot on Thursday, and all measure tasks need to be
finished in 52 weeks. In correspondence with the model formulation, there are 52 periods and 4 workdays in each
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period in the MRU program. There are two types of configuration of MRUs. The retroreflectivity is measured by
MRU vehicle in this case and tasks of lane marking are to be conducted with the MRU mounted on different sides.
There will be a reconfiguration cost if the tasks need different types of equipment configuration.
4.3 Results

Tasks in Gilchrist county is conducted to verify the correctness of the model. Different types of tasks are
selected in both cases. The result displays fleets are dispatched to reduce the operation period and workday.

Tablel: Results

Case 1
Tasks 6 tasks in Gilchrist county
Constants
600,000/100,000]50,000|1
@l Bly19) 1100.000150.000
Operating cost 1 vehicle operate in 1 week with 1 workday
Reconcﬁogsl:[lratlon 1 time of reconfiguration
Travel distance (m) 306,5386.16
Execution time 85.46s

Route ’/
)

’ / depot
%; origin of task 3, edge line

d3_C: destination of task 3, central line

5. CONCLUSION

In this study, a VRP-based model is proposed for lane marking assessment with vehicles with MRUs. The
network is composed of lane marking tasks and links considering travel distance. The model considers operating
cost, including operational period and workdays, reconfiguration cost (i.e. mounting of equipment from one side
of the vehicle to another in a workday), and total travel distance. The model proposed can be a generalization to
consider many different cost combinations, because the aforementioned costs weights that are adjustable in the
objective function of our proposed model.
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Abstract: In the face of current predicaments of facility management (FM), the concept of cognitive FM is
proposed with a view to providing active intelligent management of a facility. In order to achieve such cognitive
FM, how to integrate user behavior data into a cognitive FM system has to be solved. This paper serves as method
guidance for it by putting forward the idea that location can serve as a gateway for the integration. Ultra-wideband
(UWB) is recommended as the device layer to construct the 3D local positioning system for the cognitive FM
system after comparison between different local positioning technologies from the accuracy, scalability, and cost
dimensions. The way to bridge the user behavior data with facilities through coordinate transformation and
location/distance computation is briefly introduced. Such of a uniform 3D coordinate system with high accuracy
and scalability for FM situation can provide a common language for communication and computational
applications. Finally, application scenarios for various facilities such as commercial building, office building,
hospitals, warehouses, airports, and transportation stations are discussed.

Keywords: Facility management, cognitive system, data integration, user behavior, local positioning system,
UWB.

1. INTRODUCTION

Cognitive facility management (FM) is defined as the active intelligent management of a facility, which
can perceive through cognitive systems, learn in the manner of human cognition with the power of cognitive
computing, and act actively, adaptively, and efficiently via automated actuators, to improve the quality of people’s
life and productivity of core business (Xu et al., 2019). The proposition of cognitive FM is to shift the current
predicament that a facility fails to provide satisfactory services to people, organizations, and businesses (Wang et
al., 2018). The tight spot is caused by the passiveness of current FM systems which cannot meet the differentiated
and changing requirements of users in a facility. Various passive FM systems are pre-programmed, which cannot
respond to complicated, flexible, changing situations in real life. FM needs to be updated with intelligence to a
higher level akin to human beings’ cognitive capability (e.g., to perceive, to learn, and to act). Cognitive FM is a
cyber-physical-social system (CPSS) where cyber (e.qg., facility model, computer-aided FM system), physical (e.g.,
furniture, air conditioning system), and social (e.g., user behavior) information are integrated. The first step for
cognitive FM to proactively perceive the requirements of users is to collect user behavior data, with which user
preference and requirements can be learned.

However, user behavior data is hard to collect due to privacy issues and the lack of appropriate mature
technologies. Cameras are ideal equipment to capture user behavior but limited by the notoriety of privacy
encroachment (Chen et al., 2018), especially for private buildings. Many research and practices have made plenty
efforts to collect user behavior data using portable devices (e.g., smartphones) and wearable devices (e.g., smart
watches) (Lee et al., 2016; Liu & Huang, 2016; Rosenberger et al., 2016; Anjomshoa et al., 2017; Doryab et al.,
2018). The lack of GPS information can also constrain it for location-based behavior data since GPS usually cannot
work properly for indoor areas. Therefore, the collection of location-based behavior data at indoor environment
remains a gap to be filled. A further gap is the integration of user data into an FM system. Majority of the FM
systems neglect the consideration of user data (Kang & Choi, 2015). Thus the integration of user behavior data
from the social aspect and the cyber and physical data in FM is, by and large, an uncharted territory.

This paper aims to develop an appropriate way to collect location-based behavior data at indoor
environment using Ultra Wideband (UWB) technology and furthermore find out a gateway to integrate user
behavior data (social) with the cyber and physical FM information system for further cognitive FM application.
The rest of the paper is organized as follows: Section 2 is a detailed literature review of location-based user
behavior data collection technologies and the user behavior data integration approaches; Section 3 is the
deployment of location-based user behavior data collection system; Section 4 is the gateway development for user
behavior data integration in FM information system. Section 5 is the discussion and conclusion.
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2. LITERATURE REVIEW
2.1 Location-based User Behavior Data Collection Technologies

Commercial analysts and consultants have long studied user behavior data collection. Log (Cheng et al.,
2017), search (Kimet al., 2015), payment (Liébana-Cabanillas et al., 2018), and click (Wang et al., 2017) behaviors
of web or mobile users are the most common behavior studied among others. Recently, with the rise of emerging
pervasive wearable and smart devices such as smartwatches and smartphones, the behavior data of movement
(Vukovi¢ et al., 2018), eating (Kalantarian & Sarrafzadeh, 2015), and sleeping (Alfeo et al., 2018) becomes
possible to be collected. The detection of movement is facilitated by the motion sensor, mostly triaxial gyroscopes,
embedded in smartphones or smartwatches (Kalantarian et al., 2015).

Meanwhile, location information is becoming an indispensable part of smart services (Niu et al., 2016).
In current practices, the location information of users is detected by the GPS module, satellite-based positioning
system, in the smart devices. However, a weak point of GPS is that it can’t work properly inside buildings and
other places because line-of-sight transmission between receivers and satellites is not possible in an indoor
environment (Gu et al., 2009). The failure of GPS is featured by either the loss of signal or low accuracy, which
weakens the usability of smart devices that are supported by GPS for location-based services.

Facilities, especially buildings, are the common cases where GPS fails, which makes indoor navigation a
bottleneck problem troubling both business and academia. Many efforts have been made to tackle the issue by
developing indoor positioning systems (Liu et al., 2017). Techniques used for indoor positioning systems include
infrared (Aitenbichler & Muhlhauser, 2003), vision analysis (Kawaji et al., 2010), magnetic signals (Li et al.,
2012), audible sound (Mandal et al., 2005), ultrasound (Hazas & Hopper, 2006), Bluetooth (Feldmann et al., 2003),
RFID (radio-frequency identification) (Saab & Nakad, 2010), WLAN (wireless local area network) (Yang & Shao,
2015), and UWB (ultra wideband) (Mahfouz et al., 2008). Some research also tried hybrid methods of different
techniques. The comparison of the main features of the technologies is shown in Figure 1 (Maute, 2012; Sakpere
et al., 2017). Among the three main features, accuracy denotes the typical resolution of a positioning technology,
scalability means the capacity a local positioning system (LPS) can be scaled up, and cost is the investment of
devices. The choice of technology is dependent on the targeted applications. For cognitive FM, the accuracy
required in, pedestrian navigation, product tracking, ambient assisted living applications should be cm-m level,
the scalability of the system should be relatively high, but the cost can be limited. To synthesize these three features
and requirements of cognitive FM applications, UWB can be an acceptable choice to collect location data.
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Figure 1. Comparison of different indoor positioning technologies

2.2 User Behavior Data Integration Approaches

To collect user behavior data is one important thing, to integrate such data for further analysis and
application is another more significant problem. Current user behavior analysis and modeling are mostly based on
online behavior data, be they social network data, mobile data, or web data. The integration of such data with
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customized services can be found at the field of intelligence business, such as search engine op